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Foreword

As the Technical Director of the European Factories of the Future Research
Association (EFFRA), it is with great pleasure and satisfaction that
I witness the completion of this book on digital automation, cyber physical
production systems and the vision of a fully digital shopfloor. EFFRA
is an industry-driven association promoting the development of new and
innovative production technologies. It is the official representative of the
private side in the ‘Factories of the Future’ Public-Private Partnership
(PPP) under the Horizon 2020 program of the European Commission. As
such it has been also supporting the three research projects (FAR-EDGE,
AUTOWARE, DAEDALUS) that produced the book, which have formed the
Digital Shopfloor Alliance (DSA).

The book provides insights on a variety of digital automation
platforms and solutions, based on advanced technologies ICT technologies
like cloud/edge computing, distributed ledger technologies and cognitive
computing, which will play a key role in supporting automation in the
factories of the future. Moreover, solutions based on the promising IEC 61499
standards are described. Overall, the presented results are fully aligned with
some of the research priorities that EFFRA has been setting and detailing
during the last couple of years. In particular, two years ago, EFFRA launched
the ConnectedFactories Coordination Action, with a view to providing more
insight in priorities and steps towards the digital transformation of production
systems and facilities. ConnectedFactories has generated a first set of generic
pathways to digital manufacturing.
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These pathways reflect our main directions for transforming factories in
the Industry 4.0 era, and include:

e The Autonomous Smart Factories pathway, which focuses on
optimised and sustainable manufacturing including advanced human-in-
the-loop workspaces.

e The Hyperconnected Factories pathway, which boosts the networking
enterprises towards formulating complex, dynamic supply chains and
value networks.

e The Collaborative Product-Service Factories pathway, which
emphasizes data-driven product-service engineering in knowledge
intensive factories.

As part of the ConnectedFactories initiative, we have also illustrated a solid
initial set of key cross-cutting factors and enablers that should be addressed
in order to progress on the pathways. Likewise, we have also described a rich
set of relevant industrial and research cases.

The work reflected in the book is perfectly aligned to our “Autonomous
Smart Factories” pathway, as the presented technologies and use cases of
the DSA are boosting significant improvements in production time, quality,
sustainability and cost-efficiency at the same time. The co-editors have done
a good job in presenting the added-value of the solutions developed by
the three projects. At EFFRA we appreciate seeing results aligned to our
research and development roadmaps. In the case of the results presented
in this book, we are also happy to see the development of complementary
services and community building initiatives, which could provide value to our
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members. We are happy to support the three projects in their dissemination
and community building initiatives.

It’s also very positive that this book is offered based on an Open Access
publication modality, which could help it reach a wider readership and will
boost its impact.

EFFRA is a growing network of actors that play key roles on national,
regional, European and even global initiatives, as a contribution to knowledge
exchange and experience sharing. I believe that many of these actors will find
the book a very interesting read.

Chris Decubber
Technical Director
European Factories of the Future Research Association

Brussels
April 4th, 2019
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Preface

In today’s competitive global environment, manufacturers are offered with
unprecedented opportunities to build hyper-efficient and highly flexible
plants, towards meeting variable market demand, while at the same
time supporting new production models such as make-to-order (MTO),
configure-to-order (CTO) and engineer-to-order (ETO). In particular, the
on-going digitization of industry enables manufacturers to develop, deploy
and use scalable and advanced manufacturing systems (e.g., highly
configurable production lines), which are suitable to support the above-listed
production models and enable mass customization at shorter times and lower
costs, without compromising manufacturing quality.

During the last few years, the digital transformation of industrial
processes is propelled by the emergence and rise of the fourth industrial
revolution (Industry 4.0). The latter is based on the extensive deployment
of Cyber-Physical Production Systems (CPPS) and Industrial Internet of
Things (IloT) technologies in the manufacturing shopfloor, as well as on
the seamless and timely exchange of digital information across supply
chain participants. CPPS and IloT technologies enable the virtualization
of manufacturing operations, as well as their implementation based on IT
(information technology) services rather than based on conventional OT
(operational technology).

The benefits of Industry 4.0 have been already proven in the scope
of pilot and production deployments in a number of different use cases
including flexibility in automation, predictive maintenance, zero-defect
manufacturing and so on. Recently, the digital manufacturing community
has produced a wide array of standards for building Industry 4.0 systems,
including standards-based Reference Architectures (RA), (such as RAMI 4.0
(Reference Architecture Model Industry 4.0) and the RA of the Industrial
Internet Consortium (IIRA).

XX1il
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Despite early implementations and proof of concepts based on these RAs,
CPPS/IIoT deployments are still in their infancy for a number of reasons,
including:

e Manufacturers’ poor awareness about digital manufacturing
solutions and their business value potential, as well as the lack of
relevant internal CPPS/IIoT knowledge.

e The high costs associated with the deployment, maintenance and
operation of CPPS systems in the manufacturing shopfloors, which
are particularly challenging in the case of SME (small and medium-sized
enterprises) manufacturers that lack the equity capital needed to invest
in Industry 4.0.

e The time needed to implement CPPS/IIoT and the lack of a smooth
and proven migration path from existing OT solutions.

e The uncertainty over the business benefits and impacts of IloT
and CPPS technologies, including the lack of proven methods for the
techno-economic evaluation of Industry 4.0 systems.

e Manufacturers’ increased reliance on external integrators,
consultants and vendors.

e The absence of a well-developed value chain needed to sustain the
acceptance of these new technologies for digital automation.

In order to alleviate these challenges, three EC co-funded projects
(namely H2020 FAR-EDGE (http://www.far-edge.eu/), H2020 DAEDALUS
(http://daedalus.iec61499.eu) and H2020 AUTOWARE (http://www.auto
ware-eu.org/)) have recently joined forces towards a “Digital Shopfloor
Alliance”. The Alliance aims at providing leading edge and standards-based
digital automation solutions, along with guidelines and blueprints for their
effective deployment, validation and evaluation.

The present book provides a comprehensive description of some of
the most representative solutions offered by these three projects, along
with the ways these solutions can be combined in order to achieve
multiplier effects and maximize the benefits of their use. The presented
solutions include standards-based digital automation solutions, following
different deployment paradigms, such as cloud and edge computing
systems. Moreover, they also comprise a rich set of digital simulation
solutions, which are have been explored in conjunction with the H2020
MAYA project (http://www.maya-euproject.com/). The latter facilitate the
testing and evaluation of what-if scenarios at low risk and cost, without
disrupting shopfloor operations. As already outlined, beyond leading edge
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scientific and technological development solutions, the book comprises a
rich set of complementary assets that are indispensable to the successful
adoption of IIoT/CPPS in the shopfloor. These assets include methods
for techno-economic analysis, techniques for migrating for traditional
technologies to IIoT/CPPS system, as well as ecosystems providing training
and technical support to prospective deployers.

The book is structured in the following three parts, which deal with three
distinct topics and elements of the next generation of digital automation in
Industry 4.0:

e The first part of the book is devoted to digital automation
platforms. Following an introduction to Industry 4.0 in general
and digital automation platforms in particular, this part presents the
digital automation platforms of the FAR-EDGE, AUTOWARE and
DAEDALUS projects. As part of these platforms, various automation
functionalities are presented, including data analytics functionalities.
Moreover, the concept of a fully digital shopfloor is introduced.

e The second part of the book focuses on the presentation of
digital simulation and digital twins’ functionalities. These include
information about the models that underpin digital twins, as well as the
simulators that enable experimentation with these processes over these
digital models.

e The third part of the book provides information about comple-
mentary assets and supporting services that boost the adoption
of digital automation functionalities in the Industry 4.0 era.
Training services, migration services and ecosystem building services
are discussed based on the results of the three projects of the Digital
Shopfloor Alliance.

The various topics in all three chapters are presented in a tutorial manner, in
order to facilitate readers without deep technical backgrounds to follow them.
Nevertheless, a basic understanding of cloud computing, Internet, sensors and
data science concepts facilitates the reading and understanding of the core
technical concepts that are presented in the book.

The target audience of the book includes:

e Researchers in the areas of digital manufacturing and more
specifically in the areas of digital automation and simulation, who
wish to be updated about latest Industry 4.0 developments in these areas.

e Manufacturers, with an interest in the next generation of digital
automation solutions based on cyber-physical systems.



XXVi  Preface

e Practitioners and providers of Industrial IoT solutions, who are
interested in the implementation of use cases in automation, simulation
and supply chain management.

e Managers wishing to understand technologies and solutions that
underpin Industry 4.0, along with representative applications in the
shopfloor and across the supply chain.

In general, the book provides insights into automation and simulation
platforms towards a digital shopfloor. Moreover, it discusses the elements
of a fully digital shopfloor, which is the vision of the DSA for the years to
come. We hope that you will find it useful as a tutorial introduction to several
digital automation topics and technologies, including cloud computing, edge
computing, blockchains, software technologies and the IEC 61499 standard,
along with their role in the future of digital automation. The book will
be published as an open-access publication, which could make it broadly
and freely available to the Industry 4.0 and Industrial Internet of Things
communities. We would like to thank River Publishers for the opportunity
and their collaboration in making this happen.

Finally, we take the chance to thank all members of our project for their
valuable inputs and contributions in developing the presented systems and
platforms, as well as in documenting them as part of the book. Likewise,
we would also like to acknowledge funding and support from the European
Commission as part of the H2020 AUTOWARE, DAEDALUS, MAYA and
FAR-EDGE contracts.

September 2018,
John Soldatos
Oscar Lazaro
Franco Cavadini
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Introduction to Industry 4.0 and the Digital
Shopfloor Vision

John Soldatos

Kifisias 44 Ave., Marousi, GR15125, Greece
E-mail: jsol@ait.gr

This chapter is an introduction to the fourth industrial revolution (Industry
4.0) in general and digital automation platforms in particular. It illustrates the
main drivers behind Industry 4.0 and presents some of the most prominent
use cases. Accordingly, it introduces the scope and functionalities of digital
automation platforms, along with digital technologies that enable them. The
chapter ends by introducing the vision of a fully digital shopfloor, which sets
the scene for understanding the platforms and technologies that are presented
in subsequent chapters.

1.1 Introduction

In the era of globalization, industrial organizations are under continuous
pressure to innovate, improve their competitiveness and perform better than
their competitors in the global market. Digital technologies are one of their
most powerful allies in these efforts, as they can help them increase automa-
tion, eliminate error prone processes, enhance their proactivity, streamline
their business operations, make their processes knowledge intensive, reduce
costs, increase their smartness and overall do more with less. Moreover, the
technology acceleration trends provide them with a host of opportunities for
innovating in their processes and transforming their operations in a way that
results not only in marginal productivity improvements, but rather in a disrup-
tive paradigm shift in their operations. This is the reason why many industrial
organizations are heavily investing in the digitization of their processes as
part of a wider and strategic digital transformation agenda.
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In this landscape, the term Industry 4.0 has been recently introduced.
This introduction has signalled the “official” start of the fourth industrial
revolution, which is based on the deployment and use of Cyber-Physical
Systems (CPS) in industrial plants, as means of fostering the digitization,
automation and intelligence of industrial processes [1]. CPS systems facil-
itate the connection between the physical world of machines, industrial
automation devices and Operational Technology (OT), with the world of
computers, cloud data centres and Information Technology (IT). In simple
terms, Industry 4.0 advocates the seamless connection of machines and
physical devices with the IT infrastructure, as means of completely digitizing
industrial processes.

In recent years, Industy 4.0 is used more widely, beyond CPS systems and
physical processes, as a means of signifying the disruptive power of digital
transformation in virtual all industries and application domains. For example,
terms like Healthcare 4.0 or Finance 4.0 are commonly used as derivatives
of Industry 4.0. Nevertheless, the origins of the term lie in the digitization
of industrial organizations and their processes, notably in the digitization
of factories and industrial plants. Note also that in most countries Industry
4.0 is used to signify the wider ecosystem of business actors, processes and
services that underpin the digital transformation of industrial organizations,
which makes it also a marketing concept rather than strictly a technological
concept.

The present book refers to Industry 4.0 based on its original definition
i.e. as the fourth industrial revolution in manufacturing and production,
aiming to present some tangible digital solutions for manufacturing, but
also to develop a vision for the future where plant operations will be fully
digitized. However, it also provides insights on the complementary assets that
should accompany technological developments towards successful adoption.
For example, the book presents concrete examples of such assets, including
migration services, training services and ecosystem building efforts. This
chapter serves as a preamble to the entire book and has the following
objectives:

e To introduce the business motivation and main drivers behind
Industry 4.0 in manufacturing. Most of the systems and technologies that
are presented in this book are destined to help manufacturers confront
such business pressures and to excel in the era of globalization and
technology acceleration.
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e To present some of the main Industry 4.0 use cases in areas such as
industrial automation, enterprise maintenance and worker safety. These
use cases set the scene for understanding the functionalities and use of
the platforms that are presented in this book, including use cases that are
not explicitly presented as part of the subsequent chapters.

o To illustrate the main digital technologies that enable the platforms and
technologies presented in the book. Note that the book is about the
digitization of industrial processes and digital automation platforms,
rather than about IT technologies. However, in this first chapter, we pro-
vide readers with insights about which digital technologies are enabling
Industry 4.0 in manufacturing and how.

e To review the state of the art in digital automation platforms, including
information about legacy efforts for digitizing the shopfloor based on
technologies like Service Oriented Architectures (SOA) and intelligent
agents. It’s important to understand how we got to today’s digital
automation platforms and what is nowadays different from what has
been done in the past.

e To introduce the vision of a fully digital shopfloor that is driving the
collaboration of research projects that are contributing to this book. The
vision involves interconnection of all machines and complete digitiza-
tion of all processes in order to deliver the highest possible automation
with excellent quality at the same time, as part of a cognitive and
fully autonomous factory. It may take several years before this vision
is realized, but the main building blocks are already set in place and
presented as various chapters of the book.

In-line with the above-listed objectives, the chapter is structured as follows:

e Section 2 presents the main business drivers behind Industry 4.0 and
illustrates some of the most prominent use cases, notably the ones with
proven business value;

e Section 3 discusses the digital technologies that underpin the fourth
industrial revolution and outlines their relation to the systems that are
presented in the latter chapter;

e Section 4 reviews the past and the present of digital automation plat-
forms, while also introducing the vision of a fully digital shopfloor;

e Section 5 is the final and concluding section of the chapter.
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1.2 Drivers and Main Use Cases

The future of manufacturing is driven by the following trends, which stem
from competitive pressures of the globalized environment:

e New production models and mass customization: Manufacturers are
increasingly seeking ways of producing more customized products that
are tailored to customer needs. As a result, there is a shift from mass
production to mass customization. Likewise, conventional Made-to-
Stock production models are giving their place to more customized ones
such as Made-to-Order, Configure-to-Order and Engineering-to-Order.

e Production Reshoring: Globalization has led to the off-shoring of pro-
duction operations for the places of innovation to low-labour countries.
This was typically the case with several Western countries (including
the USA (United States of America) and many EU (European Union)
countries), which opted to keep the innovative design processes at home,
while outsourcing manufacturing and production operations to Eastern
countries (e.g., China, India). In recent years, several organizations
are working towards reversing this trend through moving production
processes back to the place of innovation, which is commonly called
reshoring as opposed to off-shoring. Increased automation is a key
enabler of reshoring strategies as it reduces the significance of the labour
cost in the overall production process.

e Proximity Sourcing: Manufacturers are also employing proximity
sourcing strategies as an element of their competitiveness. These strate-
gies strive to ensure that sourcing is performed in close proximity to
the plant that will use the source materials. This requires intelligent
management of information about supply chain and logistics operations,
which is also a main driver of the Industry 4.0.

¢ Human-centred manufacturing: Workers remain the major asset of the
production process, yet a shift from laborious tasks to more knowledge
intensive tasks is required. In addition to supporting other trends (such
as mass customization and reshoring) this can be a key to improving
workers’ engagement, safety and quality of life. The digitalization of
industrial processes obviates the need for laborious error-prone tasks
and provides opportunities for improving workers’ knowledge about
the production processes. Hence, it’s a key for placing the worker at
the centre of the knowledge-intensive shopfloor and for transitioning to
human centred processes.
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INDUSTRY 4.0 MAIN USE CASES
THE MAIN DRIVERS Flexible Production Lines

Shift towards Predictive

_ (g» 5 Maintenance
Ccowomons

Digital Simulations & Digital
Twins ("What-if" Analysis)
Flexible & Customized Reshoring of
Production Models  Production Processes Excellence in Quality

> Management (ZDM)
-5 &
Seamless Information Flow
across the Supply Chain
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Sourcing Production Processes Workers Trammg' Safety
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Figure 1.1 Main drivers and use cases of Industry 4.0.

The deployment of CPS systems in the shopfloor enables the seamless
collection of digital data about all production processes, which increases
the agility of automation operations, enabling the acquisition of knowledge
about processes and facilitates optimal decision making. At the same time,
CPS systems are able to initiate and execute digitally driven operations in
the shopfloor. Coupled with digital technologies that are described in the
next section, CPS systems can deliver endless possibilities for automation,
optimizations and complete restructuring of industrial processes.

The fourth industrial revolution has an horizon of several decades, where
it will deliver its full potential based on the interconnection all machines and
OT systems, but also based on the employment of the ever evolving digital
technologies such as Artificial Intelligence (Al), Big Data and the Industrial
Internet of Things (IIoT). Nevertheless, during the first years of the Industry
4.0 movement, manufacturers have successfully deployed and validated the
first set of use cases, which can directly deliver quick wins and business value.
These use cases span the following areas:

o Flexibility in Automation Architectures and Configuration: Agility
and flexibility in automation are key prerequisites for the transition to
the range of future production models that enable mass customization.
These models ask for flexibility in the way each individual product
is produced, effectively reducing production lot to size one. In this
context, digital technologies can be used to change the configuration of
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production lines at the digital/IT rather than at the physical/OT layer of
production systems, yielding the configuration of a production line much
faster and much more flexible. Hence, digitally transformed productions
lines are able to produce products with different (rather than fixed)
configurations.

o Shift towards Predictive Maintenance: Nowadays, most industrial
organizations are employing preventive maintenance in order to avoid
the catastrophic consequences of unplanned downtime and unscheduled
maintenance. Hence, they replace tools and parts, at regular intervals
before their estimated End of Life. Even though preventive maintenance
techniques are much more effective than reactive maintenance, they are
still far from delivering optimal Overall Equipment Efficiency (OEE), as
they tend to perform maintenance earlier than actually required. Digital
technologies and Industry 4.0 hold the promise to facilitate a transition
to predictive maintenance that will enable the accurate prediction of
parameters such as the End-of-Life (EoL) and the Remaining Useful
Life (RUL) of machines and their parts, as a means of optimizing OEE,
minimizing unscheduled downtimes and scheduling maintenance and
repairs at the best point in time. Predictive maintenance is usually based
on the collection and analysis of large digital datasets about the condition
of the equipment, such as data from vibration, acoustic and ultrasonic
sensors, data from thermal images, power consumption data, oil analysis
data, data from thermal images, as well as quality data from enterprise
systems. As such predictive maintenance is a classical Big Data and
Artificial Intelligence problem in the industry, which is relevant not only
in manufacturing, but also in other industrial sectors such as energy,
mining, oil & gas and more.

e Quality Management Excellence and Zero Defect Manufacturing
(ZDM): The advent of CPS systems and Industry 4.0 will enable man-
ufacturers to collect large datasets about their processes, including data
about the physical aspects of these processes. Equipment maintenance
data is one example of such datasets. Other examples include datasets
about the quality of the operations and of the resulting products, supply
chain indicators, data about the quality of the source materials, data
about the accuracy and consistency of assembly processes and more.
By consolidating and analysing these datasets, manufacturers will be
in a position to optimize their quality management processes and to
meet stringent goals set from their quality management standards such
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as SixSigma and Total Quality Management (TQM). Early quality man-
agement and predictive maintenance deployments that take advantage of
CPS systems provide such evidence. Moreover, the expanded digitaliza-
tion of the shopfloor will in the future enable the proactive identification
of defect causes, as well as the activation of related remedial actions on
the fly, as means of achieving the vision of Zero Defect Manufacturing
(ZDM). Likewise, digital technologies will facilitate the implementation
of continuous improvement disciplines, through continuous collection
of data and the employment of self-learning systems that continually
improve themselves based on past data and evidence. Overall, in the
Industry 4.0 era, manufacturers will become able to implement more
efficient and cost-effective ZDM processes, while lowering the barriers
of transition from current approach to quality management excellence.

Digital Simulations and Digital Twins: Industrial processes are gen-
erally inflexible given that it is practically impossible to cancel or undo
an action once the latter has taken place in the shopfloor. Therefore,
it’s extremely difficult to test and validate alternative deployment con-
figurations without disrupting production. Digital simulations provide
the means of circumventing field testing, through using digital data for
what-if analysis at the digital world and without a need of testing all
scenarios in the field. Industry 4.0 technologies empower much more
reliable and faster digital simulations, based on the use of advanced
technologies for the collection, consolidation and analytics of very large
datasets. Moreover, the Industry 4.0 era will be characterized by the
wider use of a new disruptive concept i.e. the concept of a “digital twin”.
A digital twin is a faithful digital representation of a physical entity,
which is built based on the development of a proper digital model for
the physical item and the subsequent collection of a host of digital data
about the item, in-line with the specified model. The design of a digital
twin can be very challenging as a result of the need to consolidate the
physical properties of an item, its behaviour, aspects of the processes
where it is used and business aspects regarding its use in a single model.
Digital twins provide plant operators and automation solution providers
with the means of running credible simulations in the digital world,
prior to deploying new automation ideas and algorithms in the physical
world. In several cases, digital twins’ instances can be connected and
fully synchronized with their physical item counterparts as a means of
configuring systems and processes at the IT rather than the OT layer of
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the Inudstry4.0 systems. As already outlined, this can greatly facilitate
automation flexibility, as well.

e Seamless and accurate information flows across the supply chain:
For over two decades, enterprises are heavily investing in the opti-
mization of their supply chain operations, as a core element of their
competitiveness. Supply chain management has always been a matter
of properly acquiring, exchanging and managing information across the
manufacturing chain, based on information sources and touch points
of all supply chain stakeholders. Industry 4.0 comes to disrupt this
information management, through adding an important element that
was typically missing in traditional supply chain management: The
information about the status of the physical world, such as the status of
machines, equipment, processes and devices. Indeed, the advent of CPS
systems and Industrial Internet of Things technologies enable the inte-
gration of this information across the supply chain. Furthermore, CPS
systems and Industry 4.0 provide the means of influencing the status of
the physical processes across the supply chain, in addition to changing
the status of business information systems [e.g., production schedules in
an Enterprise Resource Planning (ERP) system or materials information
in a Warehouse Management System (WMS)]. This gives rise to disrup-
tive supply chain innovations, which result in increased automation, less
errors, increased efficiency and reduced supply chain costs.

o Worker Training, Safety and Well Being: Industry 4.0 emphasizes the
importance of keeping employees engaged and at the centre of industrial
processes, while alleviating them from the burden of laborious, tedious
and time-consuming tasks. In this direction, several Industry 4.0 use
cases entail the deployment of advanced visualization technologies such
as ergonomic dashboards, Virtual Reality (VR) and Augmented Reality
(AR) in order to ease the workers’ interaction with the digital shopfloor
and its devices. Note that AR and VR are extensively used in order to
train employees under safe conditions i.e. through interaction with cyber
representations of the physical equipment and/or with remote guidance
from experienced colleagues or other experts. Likewise, wearables and
other pervasive devices are extensively deployed in order to facilitate the
tracking of the employee in the shopfloor towards ensuring that he/she
works under safe conditions that do not jeopardise his/her well-being.
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While the presented list of use cases is not exhaustive, it is certainly indicative
of the purpose and scope of most digital manufacturing deployments in recent
years. Later chapters in this book present practical examples of Industry 4.0
deployments that concern one or more of the above use cases. However,
we expect that these use cases will gradually expand in sophistication as
part of the digital shopfloor vision, which is illustrated in a following section
of this chapter. Moreover, we will see the interconnection and interaction
of these use cases as part of a more cognitive, autonomous and automated
factory, where automation configuration, supply chain flexibility, predictive
maintenance, worker training and safety, as well as digital twins co-exist and
complement each other.

1.3 The Digital Technologies Behind Industry 4.0

Industry 4.0 is largely about the introduction of CPS systems in the shopfloor,
in order to digitally interconnect the machines and the OT technology with I'T
systems such as Enterprise Resource Planning (ERP), Computerized Mainte-
nance Management (CMM), Manufacturing Execution Systems (MES) and
Customer Relationship Management (CRM), Supply Chain Management
(SCM) systems. Based on CPS systems, the entire factory or plant can
become a large scale CPS system that employs Industrial Internet of Things
(IToT) protocols and technologies for data collection, processing and actu-
ation. In practice, an Industry 4.0 deployment takes advantage of multiple
digital technologies in order to endow the digital automation systems with
intelligence, accuracy and cost-effectiveness. Hence, Industry 4.0 is largely
propelled by the rapid evolution of various digital technologies, which enable
most of the use cases listed above. For example, predictive maintenance is
greatly boosted by Big Data technologies that provide the means for analysing
maintenance related data from a host of batch and streaming data sources.
As another example, Industry 4.0 quality management and supply chain
management use cases ask for fast exchange of data from and to the shopfloor,
including interactions with numerous devices. The latter are propelled by
advanced connectivity technologies such as 5G and LPWAN (Low Power
Wide Area Networks).

In following paragraphs, we provide a list of the main digital technologies
that empower the Industry 4.0 vision and highlight their importance for the
factories of the future.
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e CPS and Industrial Internet of Things: As already outlined, CPS
systems are considered as the main building blocks of Industry 4.0
systems. In the medium term, most machines will be CPS systems that
will provide the means for collecting digital data from the physical
worlds, but also interfaces for actuating and control over them. CPS
systems are conceptually Industrial Internet of Things (IloT) systems,
which enable interaction and data exchange with physical devices. Note
however that IIoT systems provide also the means for interconnecting
legacy machines with IT systems and ultimately treating them as CPS
systems. This is mainly achieved through the augmentation of physical
devices with middleware that implements popular IoT protocols, such
as MQTT, OPC-UA, WebSocket and more. Overall, CPS and IloT
systems will be at the very core of all Industry 4.0 deployments in the
years to come.

e 5G Communications: Industrial plants are characteristic examples of
device saturated environments, since there are likely to comprise thou-
sands of sensors, edge gateways, machines and automation devices.
Early Industry 4.0 involves only a small subset of these devices and
hence can dispose with state of the art connectivity technologies such as
Wi-Fi and 4G/LTE (Long Term Evolution) technologies. Nevertheless,
in the medium and long term, a much larger number of machines and
devices should be supported, as they will gradually connect to Industry
4.0 deployments. Likewise, much larger volumes of data and mobility of
smart objects (e.g., drones and autonomous guided vehicles) should be
handled, in several cases through high performance and lower latency.
For these reasons, future deployments will require the capabilities advo-
cated by 5G technologies which are currently being tested by several
telecom operators worldwide. In particular, 5G technologies will enable
low-latency data acquisition from thousands of devices at plant scale,
which offering spectrum efficiency and ease of deployment.

e Low Power Wide Area Networks: In recent years, low power wide
area network technologies (such as LoraWAN, NB-IoT and SigFox)
have emerged, in order to support IoT devices connectivity at scale,
notably the connectivity of low power devices. These technologies offer
flexible and cost effective deployment, while at the same time supporting
novel applications in both indoor and outdoor environments, including
the accurate localization of items in indoor environments. We envisaged
that such technologies will be also used in order to provide “location-
as-a-service” capabilities in industrial plants. Their deployment will
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come to enhance rather than replace the connectivity capabilities that are
currently provided by 4G and WiFi technologies, notably in the direction
of accurate item localization that existing technologies cannot deliver.
Cloud Computing: CPS manufacturing systems and applications are
very commonly deployed in the cloud, in order to take advantage of
the capacity, scalability and quality of service of cloud computing.
Moreover, manufacturers tend to deploy their enterprise systems in the
cloud. Likewise, state of the art automation platforms (including some
of the platforms that are presented in this book) are cloud based. In
the medium term, we will see most manufacturing applications in the
cloud, yielding cloud computing infrastructure an indispensable element
of Industry 4.0.

Edge Computing: During the last couple of years, CPS and IloT
deployments in factories implement the edge computing paradigm. The
latter complements the cloud with capabilities for fast (nearly real time)
processing, which is performed close to the field rather than in the
cloud [2]. In an edge computing deployment, edge nodes are deployed
close to the field in order to support data filtering, local data process-
ing, as well as fast (real time) actuation and control tasks. The edge
computing paradigm is promoted by the major reference architecture
for IIoT and Industry 4.0 such as the Industrial Internet Consortium
Reference Architecture (IIRA) and the Reference Architecture of the
OpenFog consortium.

Big Data: The vast majority of Industry 4.0 use cases are data intensive,
as they involve many data flows from multiple heterogeneous data
sources, including streaming data sources. In other words, several
Industry 4.0 use cases are based on datasets that feature the 4Vs
(Volume, Variety, Velocity, Veracity) of Big Data. As mentioned in ear-
lier sections, predictive maintenance is a classic example of a Big Data
use case, as it combines multi-sensor data with data from enterprise sys-
tems in a single processing pipeline. Therefore, the evolution of Big Data
technologies and tools is a key enabler of the fourth industrial revolution.
Industry 4.0 is typically empowered by Big Data technologies for data
collection, consolidation and storage, given that industrial use cases need
to bring together multiple fragmented datasets and to store them in a
reliable and cost-effective fashion. However, the business value of these
data lies in their analysis, which is indicative of the importance of Big
Data analytics techniques, including machine learning techniques.
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o Artificial Intelligence: Even though there is a lot of hype around the
use of Al in the industry, most manufactures and plant operators are
familiar with this technology. Indeed, Al has been deployed in industrial
plants for over two decades, in different forms such as fuzzy logic and
expert systems. In the Industry 4.0 the term is revised and extended in
order to include the use of deep learning and deep neural networks for
advanced data mining. The use of these techniques is directly enabled
from the Big Data technologies that have been outlined in the previous
paragraph. Hence, they have a very close affiliation with Big Data, as
deep learning can be used in conjunction with Big Data technologies.
Al data analytics is more efficient than conventional machine learning
in identifying complex patterns such as operation degradation patterns
for machines, patterns of product defect causes, complex failure modes
and more. In industrial environments, Al can be embedded in digital
automation systems, but also in physical devices such as robots and edge
gateways.

o Augmented Reality: AR is another technology that has been used in
plants since several decades. It is also revisited as a result of the emer-
gence of more accurate tracking technologies and of new cost-effective
devices. It can be used in many different ways in order to disrupt indus-
trial processes. As a prominent example, AR can be used for remote
support of maintenance workers in their service tasks. In particular,
with AR the worker needs no longer to consult paper manuals or phone
supports. He/she can rather view on-line the repair or service instructions
provided by an expert (e.g., the machine vendor) from a remote location.
As another example, AR can be used for training workers on complex
tasks (e.g., picking or assembly tasks), through displaying them cyber-
presentations of the ways these tasks are performed by experts or more
experienced workers.

¢ Blockchain Technologies: Blockchain technologies are in their infancy
as far as their deployment in industrial settings is concerned. Despite
the hype around blockchains, their sole large scale, enterprise appli-
cation remains their use in cryptocurrencies such as Bitcoin and
Ethereum. Nevertheless, some of the projects that are presented in this
book are already experimenting with blockchains in industry, while
also benchmarking their performance. In particular, the FAR-EDGE
project is using blockchain technology for the decentralization and
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synchronization of industrial processes, notably processes that span mul-
tiple stations in the factory. However, other uses of the blockchain are
also possible, such as its use for securing datasets based on encryption,
as well as its use for traceability in the supply chain. It’s therefore likely
that the blockchain will play role in future stages of Industry 4.0, yet
it has not so far been validated at scale. Note also that in the scope of
Industry 4.0 applications, permissioned blockchains can be used (like in
FAR-EDGE), instead of public blockchains. Permissioned blockchains
provide increased privacy, authentication and authorization of users, as
well as better performance than public ones, which makes them more
suitable for industrial deployment and use.

e Cyber Security: Industry 4.0 applications introduce several security
challenges, given that they are on the verge of IT and OT, which pose
conflicting requirements from the security viewpoint. Any Industry 4.0
solutions should come with strong security features towards protecting
datasets, ensuring the trustworthiness of new devices and protecting the
deployment for vulnerabilities of IT assets.

e 3D Printing and Additive Manufacturing: Along with the
above-listed IT technologies, CPS manufacturing processes benefit from
3D printing, as an element of the digital automation platforms and
processes. 3D printing processes can be driven by the digital data
of an Industry 4.0 deployment, such as a digital twin of a piece of
equipment or part that can be printed. Additive manufacturing processes
can be integrated in a digital manufacturing deployment in support of
the above-listed use cases. For example, 3D printing can be used to
accelerate the maintenance and repair process, through printing parts
or tools, rather than having to order them or to keep significant inven-
tory. Likewise, printing processes can be integrated in order to flexible
customize the configuration of a production line and subsequently of the
products produced. This can greatly boost mass customization.

None of the chapters of the book is devoted to the presentation of digital
technologies, as the emphasis is on digital automation systems and their
functionalities. However, all the presented systems comprise one or more of
the above digital building blocks. Moreover, some of the chapters are devoted
to automation solutions that are built round the above listed technologies such
as edge computing, cloud computing and blockchain technology.
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1.4 Digital Automation Platforms and the Vision of the
Digital Shopfloor

1.4.1 Overview of Digital Automation Platforms

The vision of using digital technologies towards enhancing the flexibility
and configurability of industrial automation tasks is not new. For over a
decade manufacturers have been seeking for scalable distributed solutions
both for manufacturing automation and for collaboration across the manu-
facturing value chain [3]. Such solutions are driven by future manufacturing
requirements, including reduction of costs and time needed to adapt to
variable market demand, interoperability across heterogeneous hardware
and software elements, integration and interoperability across enterprises
(in the manufacturing chain), seamless and cost effective scalability through
adding resources without disrupting operations, reusability of devices and
production resources, plug-and-play connectivity, as well as better forecast-
ing and predictability of processes and interactions towards meeting real-time
demand [4]. These requirements have given rise to distributed decentralized
approaches for de-centralizing and virtualization the conventional automation
pyramid [5].

One of the most prominent approaches has been the application for
intelligent agents in industrial automation, in the scope of in distributed
environments where time-critical response, high robustness, fast local recon-
figuration, and solutions to complex problems (e.g., production scheduling)
are required [6]. Agent-based approaches fall in general devised in the
following main categories:

e Functional decomposition approaches, where agents correspond to
functional modules that are assigned to manufacturing or enterprise
processes e.g., order acquisition, planning, scheduling, handling of
materials, product distribution and more.

o Physical decomposition approaches, where agents are used to repre-
sent entities in the physical world (e.g., machines, tools, cells, products,
parts, features, operations and more). This decomposition impacts also
the implementation of manufacturing processes such as production
scheduling. For example, in the case of functional decomposition,
scheduling can be implemented as a process that merges local sched-
ules maintained by agents in charge of ordering. Likewise, in the case
of physical decomposition scheduling can be implemented based on
a negotiation process between agents that represent single resources
(e.g., cells, machines, tools, fixtures etc.).
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Despite the advantages of agent technology for manufacturing operations
(e.g., distribution, autonomy, scalability, reliability), agents are considered
inefficient when dealing with low-level control tasks that have very strin-
gent performance requirements. Furthermore, a direct mapping between
software agents and manufacturing hardware has not been realized and/or
standardized [7].

In addition to software agents’ technology, Service Oriented Architecture
(SOA) paradigms to decentralized automation have also emerged with a
view to exploiting SOA’s reusability, autonomy and loose coupling char-
acteristics. SOA approaches to manufacturing automation are based on the
identification of operations that can be transformed and exposed as services.
Accordingly, these operations are exploited towards implementing service-
oriented automation workflows. SOA solutions come with enterprise service
bus infrastructures, which decouple producers from consumers, while at the
same time facilitating the integration of complex event processing. Further-
more, SOA is a standardized and widely adopted technology, which presents
several advantages over software agents, while giving rise to approaches that
combine SOA and agents (e.g., [8]). SOA deployments in the shopfloor have
also focused on the integration of device level services with enterprise level
services, including for example deployments that virtualize Programmable
Logic Controllers (PLC) [9], along with implementations of execution envi-
ronments for Functional Block Instances (FBI), including functional blocks
compliant to the IEC 61499 standard [10]. Nevertheless, SOA architectures
have been unable to solve the real-time limitations of agent technology, which
has given rise to various customizations of the technology (e.g., [11]).

The rise of CPS manufacturing, along with the evolution of the dig-
ital technologies that were presented in the previous section (e.g., Cloud
Computing, IIoT and Big Data technologies) has led to the emergence
of several cloud-based industrial automation platforms, including platforms
offered by prominent IT and industrial automation vendors (e.g., IBM,
SIEMENS, BOSCH, Microsoft, Software AG, SAP) and platforms developed
in the scope of EU projects (e.g., FP7 iMain (http://www.imain-project.eu/),
ARTEMIS JU (Joint Undertaking) Arrowhead (http://www.arrowhead.eu),
FoF (Factories of the Future) SUPREME (https://www.supreme-fof.eu/) and
more). Each of these platforms comes with certain unique value propositions,
which aim at differentiating them from competitors.

Acknowledging the benefits of edge computing for industrial automa-
tion, Standards Development Organizations (SDOs) have specified relevant
reference architectures, while industrial organizations are already working
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towards providing tangible edge computing implementations. SDOs such as
the OpenFog Consortium and the Industrial Internet Consortium (IIC) have
produced Reference Architectures (RA). The RA of the OpenFog Consortium
prescribes a high-level architecture for internet of things systems, which
covers industrial IoT use cases. On the other hand, the RA of the IIC outlines
the structuring principles of systems for industrial applications. The IIC RA
[12] is not limited to edge computing, but rather based on edge computing
principles in terms of its implementation. It addresses a wide range of indus-
trial use cases in multiple sectors, including factory automation. These RAs
have been recently released and their reference implementations are still in
their early stages.

A reference implementation of the IIC RA’s edge computing functionali-
ties [13] for factory automation is provided as part of IIC’s edge intelligence
testbed. This testbed provides a proof-of-concept implementation of edge
computing functionalities on the shopfloor. The focus of the testbed is on
configurable edge computing environments, which enable the development
and testing of leading edge systems and algorithms for edge analytics. More-
over, Dell-EMC has implemented the EdgeX Foundry framework [14], which
is a vendor-neutral open source project hosted by the Linux Foundation that
builds a common open framework for IloT edge computing. The framework
is influenced by the above-listed reference architectures and was recently
released. Other vendors (e.g., Microsoft and Amazon) are also incorporating
support for edge devices and Edge Gateways in their cloud platforms.

The platforms and solutions that are presented in following chapters
advance the state of the art in digital automation platforms, based on the
implementation of advanced intelligence, resilience and security features,
but also through the integration of leading edge technologies (e.g., Al and
blockchain technologies). The relevant innovations are presented in the
individual chapters that present these solutions. Note, however, that the FAR-
EDGE, AUTOWARE and DAEDALUS solutions that are presented in the
book fall in the realm of research solutions. Hence, they implement advanced
features, yet they lack the maturity for very large scale digital automation
deployments.

1.4.2 Outlook Towards a Fully Digital Shopfloor

The digital automation platforms that are listed in the previous paragraphs
support the early stage Industry 4.0 deployments, which are characterized
by the integration of a limited number of CPS systems and the digitization
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of selected production processes. As part of the evolution of Industry 4.0
deployments, we will witness a substantial increase of the scope of these
deployments in terms of the connected machines and devices, but also in
terms of the processes that will be digitized and automated. The ultimate
vision is a fully digital shopfloor, where all machines and OT devices will
be connected to the IT systems, while acting as CPS systems. This digital
shopfloor will support all of the described functionalities and use cases in
areas such as automation, simulation, maintenance, quality management,
supply chain management and more. Moreover, these functionalities will
seamlessly interoperate towards supporting end-to-end processes both inside
the factory and across the supply chain. The interaction between these mod-
ules will empower more integrated scenarios, where for example information
collected by the shopfloor is used to perform a digital simulation and produce
outcomes that drive a control operation on the field.

The fully digital shopfloor will enable an autonomous factory, which will
be characterized by the following properties:

e Holistic, Integrated and End-to-End: The digital shopfloor will
deploy digital technologies and capabilities end-to-end, in order to
address the digital transformation of all the production processes, rather
than of selected processes which is the situation nowadays.

e Predictive and Anticipatory: Solutions within the fully digital
shopfloor will be able to predict and anticipate important events such
as machine failures and occurrence of production defects, as a means of
proactively taking action in order to optimize operations.

e Fast and Real-Time: Solutions in the digital shopfloor will be fast and
able to operate in real-time timescales, which will allow them to remedy
potential problems and to perform optimizations on-line (e.g., support
on-line defect repairs).

¢ Flexible and Adaptive: In the digital shopfloor of the future, automa-
tion solutions will be dynamic and adaptive to changing production
requirements and manufacturing contexts. As such their digital capabil-
ities, including their security characteristics, will be flexible and recon-
figurable, in order to support dynamic control of production processes
and their quality in the system life-cycle.

e Standards-Based: The realization of the digital shopfloor could be
greatly facilitated based on the integration and use of standards-based
solutions, notably solutions that adhere to mainstream digital manufac-
turing (e.g. RAMI4.0) and Industrial Internet of Things (IIoT) standards
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(e.g., OpenFog Consortium). Adherence to such standards will greatly
facilitate aspects such as integration and interoperability.

e Open: The solutions of the digital shopfloor should be openly accessible
through Open APIs (Application Programming Interfaces), which will
facilitate their expansion with more features and functionalities.

o Cost-Effective: The digital shopfloor will be extremely cost effective in
its configuration and operations, based on its flexible, dynamic, reconfig-
urable and composable nature. In particular, the autonomy of the digital
shopfloor solutions will eliminate costs associated with human-mediated
error-prone processes, while their composability will lower development
and deployment costs.

¢ Human-Centric (Human-in-the-Loop): A fully digital shopfloor shall
address human factors end-to-end, including product design aspects,
employees’ training, proper visualization of production processes, as
well as safety of human-in-the-loop processes.

e Continuous Improvement: The digital driven production processes
will be characterized by a continuous improvement discipline, which
will occur at various timescales, including machine, process and end-to-
end production levels.

In the scope of the digital shopfloor, products and production processes can be
fully virtualized and managed in the digital world (e.g., through their digital
twin counterparts). This implies that digital information about the products
and the production processes will be collected and managed end-to-end,
towards a continuous improvement discipline.

The vision of the digital shopfloor requires development and integration
activities across the following complementary pillars:

e Digitally enhanced manufacturing equipment: Industry 4.0 hinges
on the interconnection of machines and equipment in the cyber world
as CPS systems. Currently, legacy machines are augmented based on
internet of things protocols in order to become part of Industry 4.0
deployments. At the same time, new machines come with digital inter-
faces and acts as CPS systems. In the medium and long term, machines
will be digitally enhanced in order to provide embedded intelligence
functionalities, such as the ability to detect and remedy defects, to
identify maintenance parameters and to schedule maintenance activi-
ties and more. Such intelligence functionalities will endow machines
with flexibility, reconfigurability, adaptability and proactivity properties,
which are key enablers of the fully digital shopfloor.
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e Open digital platforms for automation and service engineering:
In the digital shopfloor, digitally enhanced machinery must be intercon-
nected in order to support factory wide processes. To this end, various
digital manufacturing platforms shall be integrated based on composable
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functionalities. This is also important given that factories and man-
ufacturing chain tend to deploy multiple rather than a single digital
automation platform. Hence, the composition of multiple functionalities
from different platforms is required in order to support end-to-end
production processes as part of the digital shopfloor.

o Interoperable digital components and technologies: The digital
shopfloor will be able to seamlessly integrate advanced digital and
CPS technologies such as sensors, data analytics and Al algorithms.
The digital shopfloor will be flexibly and continually upgradable with
the best-of-breed of digital technologies for manufacturing as the lat-
ter become available. This is a key prerequisite for upgrading the
intelligence of the plant floor, with minimum disruption in production
operations.

e Experimentation facilities including pilot lines and testbeds: The
transition to a fully digital shopfloor requires heavy and continuous
testing efforts, as well as auditing against standards. Extensive test-
ing is therefore required without disrupting existing operations as a
means of guaranteeing smooth migration. To this end, there is a need
for experimental facilities and pilot lines where digital manufacturing
developments can be tested and validated prior to their deployment in
production. This is the reason why some of the subsequent chapters of
the book refer to existing experimental facilities and testbeds, as key ele-
ments of Industry 4.0 and digital manufacturing platforms ecosystems
building efforts.

e Open Innovation Processes: One of the overarching objectives of
Industry 4.0 is to enable increased flexibility in digital automation
deployments, not only in order to boost new production models (such
as mass customization), but also in order to ease innovation in dig-
ital automation. To this end, open innovation processes should be
established over the interconnected digital platforms, leveraging on IT
innovation vehicles such as Application Programming Interfaces (APIs)
and the experimental facilities outlined above. The latter could serve as
a sandbox for innovation.

The road to the fully digital shopfloor is very challenging as a result of
the need to develop, establish, validate and combine the above-listed pillars.
However, there is already evidence of the benefits of digital technologies in
the shopfloor and across the supply chain. Later chapters of this book present
this evidence, along with some of the key digital manufacturing platforms
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that demonstrate the benefits of digital manufacturing platforms and of the
related digitally transformed production processes.

1.5 Conclusion

This chapter has introduced Industry 4.0 in general and digital automation
platforms in particular, which are at the core of the book. Our introduction
to Industry 4.0 has underlined some of the proven and most prominent
use cases that are being implemented as part of early deployments. Special
emphasis has been given in use cases associated with flexible automation,
worker training and safety, predictive maintenance, quality management,
digital simulations and more. Basic knowledge about these use cases is a
key prerequisite for understanding the automation use cases and applications
that are presented in subsequent chapters of the book.

The chapter has also presented the most widely used digital technologies
in the scope of Industry 4.0. Emphasis has been put on illustrating the
relevance of each technology to Industry 4.0 use cases, but also on presenting
how their evolution will impact deployment and adoption of CPS manufac-
turing systems. This discussion of digital technologies is also a prerequisite
for understanding the details of the digital solutions that are presented in
subsequent chapters. This is particularly important, given that no chapter
of the book presents in detail digital technologies. Rather the emphasis of
the book is on presenting advanced manufacturing solutions based on digital
automation platforms that leverage the above-listed digital technologies.

Despite early deployments and the emergence of various digital automa-
tion platforms, the Industry 4.0 vision is still in the early stages. In the
medium- and long-term, different technologies and platforms will be inte-
grated towards a fully digital shopfloor, which supports the digital trans-
formation of industrial processes end-to-end. The vision of a fully digital
shopfloor entails the interoperability and interconnection of multiple digitally
enhanced machines in-line with the needs of end-to-end automation processes
within the factory. As part of this book, we present several automation
approaches and functionalities, including field control, data analytics and
digital simulations. In the future digital shopfloor, these functionalities will
co-exist and seamlessly interoperate in order to enable fully autonomous,
intelligent and resource efficient factories. With this wider vision in mind,
readers could focus on the more fine-grained descriptions of platforms and
technologies presented in subsequent chapters.
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The successful introduction of flexible, reconfigurable and self-adaptive
manufacturing processes relies on evolving traditional automation ISA-95
automation solutions to adopt innovative automation pyramids proposed
by CPS vision building efforts behind projects such as PathFinder,
ScorpiuS and RAMI 4.0 IEC 62443/ISA99. These evolved automa-
tion pyramids demand approaches for the successful integration of
data-intensive cloud and fog-based edge computing and communica-
tion digital manufacturing processes from the shopfloor to the factory
to the cloud. This chapter presents an insight into the business and
operational processes and technologies, which motivate the develop-
ment of a digital cognitive automation framework for collaborative
robotics and modular manufacturing systems particularly tailored to
SME operations and needs, i.e. the AUTOWARE Operative System (OS).
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To meet the requirements of both large and small firms, this chap-
ter elaborates on the proposal of a holistic framework for smart inte-
gration of well-established SME-friendly digital frameworks such as the
ROS-supported robotic Reconcell framework, FIWARE-enabled data-driven
BEinCPPS/MIDIH Cyber Physical Production frameworks and OpenFog [3]
compliant open-control hardware frameworks. The chapter demonstrates how
AUTOWARE digital abilities are able to support automatic awareness; a
first step in the support of autonomous manufacturing capabilities in the
digital shopfloor. This chapter also demonstrates how the framework can
be populated with additional digital abilities to support the development of
advanced predictive maintenance strategies as those proposed by the Zbre4k
project.

2.1 Introduction

SMEs are a pillar of the European economy and key stakeholder for a suc-
cessful digital transformation of the European industry. In fact, manufacturing
is the second most important sector in terms of small and medium-sized
enterprises’ (SMEs) employment and value added in Europe [1]. Over 80% of
the total number of manufacturing companies is constituted by SMEs, which
represent 59% of total employment in this sector.

In an increasingly global competition arena, companies need to respond
quickly and economically feasible to the market requirements. In terms of
market trends, a growing product variety and mass customization are leading
to demand-driven approaches. Industry, in general, and SMEs, in particular,
face significant challenges to deal with the evolution of automation solu-
tions (equipment, instrumentation and manufacturing processes) they should
support to respond to demand-driven approaches, i.e. increasing and abrupt
changes in market demands intensified by the manufacturing trends of mass
customization and individualization, which needs to be coupled with pressure
on reduction of production costs, imply that manufacturing configurations
need to change more frequently and dynamically.

Current practice is such that a production system is designed and opti-
mized to execute the exact same process over and over again. Regarding the
growing dynamics and these major driving trends, the planning and control
of production systems has become increasingly complex regarding flexibility
and productivity as well as the decreasing predictability of processes. It
is well accepted that every production system should pursue the following
three main objectives: (1) providing capability for rapid responsiveness,
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(2) enhancement of product quality and (3) production at low cost. On the
one hand, these requirements have been traditionally satisfied through highly
stable and repeatable processes with the support of traditional automation
pyramids. On the other hand, these requirements can be achieved by creating
short response times to deviations in the production system, the production
process, or the configuration of the product in coherence to overall per-
formance targets. In order to obtain short response times, a high process
transparency and reliable provisioning of the required information to the point
of need at the correct time and without human intervention are essential.

However, the success of those adaptive and responsive production sys-
tems highly depends on real-time and operation-synchronous information
from the production system, the production process and the individual
product. Nevertheless, it can be stated that the concept of fully automated
production systems is no longer a viable vision, as it has been shown that
the conventional automation is not able to deal with the ever-rising com-
plexity of modern production systems. Especially, a high reactivity, agility
and adaptability required by modern production systems can only be reached
by human operators with their immense cognitive capabilities, which enable
them to react to unpredictable situations, to plan their further actions, to learn
and to gain experience and to communicate with others. Thus, new concepts
are required, which apply these cognitive principles to support autonomy in
the planning processes and control systems of production systems. Open and
smart cyber-physical systems (CPS) are considered to be the next (r)evolution
in industrial automation linked to Industry 4.0 manufacturing transformation,
with enormous business potential enabling novel business models for inte-
grated services and products. Today, the trend goes towards open CPS devices
and we see a strong request for open platforms, which act as computational
basis that can be extended during manufacturing operation. However, the
full potential of open CPS has yet to be fully realized in the context of
cognitive autonomous production systems.

In fact, in particular to SMEs, it still seems difficult to understand the
driving forces and most suitable strategies behind shopfloor digitalization and
how they can increase their competitiveness making use of the vast variety of
individualized products and solutions to digitize their manufacturing process,
making them cognitive and smart and compliant with Industry 4.0 reference
architecture RAMI 4.0 IEC 62443/ISA99. Moreover, as SMEs intend to
adopt data-intensive collaborative robotics and modular manufacturing sys-
tems, making their advanced manufacturing processes more competitive, they
face additional challenges to the implementation of “cloudified” automation
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processes. While the building blocks for digital automation are available, it is
up to the SME:s to align, connect and integrate them to meet the needs of their
individual advanced manufacturing processes, leading to difficult and costly
digital automation platform adoption.

This chapter presents the AUTOWARE architecture, a concerted effort
of a group of European companies under the Digital Shopfloor Alliance
(DSA) [12] to provide an open consolidated architecture that aligns currently
disconnected open architectural approaches with the European reference
architecture for Industry 4.0 (RAMI 4.0) to lower the barrier of small,
medium- and micro-sized enterprises (SMMEs) in the development and
incremental deployment of cognitive digital automation solutions for next-
generation autonomous manufacturing processes. This chapter is organized
as follows. Section 2.2 presents the background and state of the art on
open digital manufacturing platforms, with a particular focus on European
initiatives. Section 2.3 introduces the AUTOWARE open OS building blocks
and discusses their mapping to RAMI 4.0, the Reference Architecture for
Manufacturing Industry 4.0. Then, Section 2.4 exemplifies how AUTOWARE
platform can be tailored and customized to advanced predictive mainte-
nance services. Finally, the chapter concludes with the main features of the
AUTOWARE open automation framework.

2.2 State of the Play: Digital Manufacturing Platforms

Industry 4.0 started as a digital transformation initiative with a focus on the
digital transformation of European factories towards smart digital production
systems through intense vertical and horizontal integration. This resulted in
the development by European industry of the RAMI 4.0 reference model
built on the strong foundations of the automation European industry. As a
consequence, Asian and American countries have also put efforts to define
their reference model for the digitization of their manufacturing processes
with stronger influences from IT and IoT industries. This has resulted in the
development of the IVRA (Industrial Value Chain Reference Architecture) by
the Industrial Value Chain Initiative (IVI) in Asia and the Industrial Internet
Reference Architecture (IIRA) by the US IIC initiative; see Figure 2.1 below.
These initiatives clearly showed the need to consider in the digitalization of
European industry not only the Smart Production dimension, but also Smart
Product and Smart Supply Chain dimensions.

As a consequence, European industry kicked off complementary efforts to
ensure on the one hand RAMI 4.0, IVRA and IIRA interoperability, mapping



31

2.2 State of the Play: Digital Manufacturing Platforms

sopsuaesey) waisks

‘0" A1Snpuj 10} S[OpPOW 90ULIJAI VYT PUB VIAI

Buunjoejnuew pews

10} (849) ¥o0Ig UoROUN [eIBUSD «Mm%awwwm Q.W.\bw&a., %WWM.%%

Mol Bupssuibu3 / 26papmouy

£
il

%

3

0% NV [ am3ig




32 Open Automation Framework for Cognitive Manufacturing

and alignment for global operation of digital manufacturing processes. On
the other hand, it has also triggered the need to extend the RAMI 4.0 model
with an additional data-driven and digital smart service dimension beyond
factory IT/OT integration. This resulted in the development of initiatives
such as the Smart Service Welt and the Industrial Data Space to promote
the development of smart data spaces as the basis for trusted industrial data
exchange. This also derived in a more recent development of a need to
support an increased autonomous operation shopfloors in the context of smart
data-driven manufacturing processes.

This section provides a state-of-the-art revision of the reference models
for factories 4.0 with a focus on RAMI 4.0 and the state of play of digital
platforms initiatives developed to address the needs of data-driven operations
within Industry 4.0, as the basis and context for the development of a
framework for digital automation in industrial SMEs aiming at implementing
cognitive and autonomous manufacturing processes.

2.2.1 RAMI 4.0 (Reference Architecture Model Industry 4.0)

The RAMI 4.0 (Reference Architecture Model for Industry 4.0 [34]) spec-
ification was published in July 2015. It provided a reference architecture
initially for the Industrie 4.0 initiative and later for alignment of European
activities and international ones. RAMI 4.0 groups different aspects in a
common model and assures the end-to-end consistency of “...technical,
administrative and commercial data created in the ambit of a means of
production of the workpiece” across the entire value stream and their acces-
sibility at all times. Although the RAMI 4.0 is essentially focused on the
manufacturing process and production facilities, it tries to focus on all essen-
tial aspects of Industry 4.0. The participants (a field device, a machine, a
system or a whole factory) can be logically classified in this model and
relevant Industry 4.0 concepts are described and implemented.

The RAMI 4.0 3D model (see Figure 2.2) summarizes its objectives and
different perspectives and provides relations between individual components.
The model adopts the basic ideas of the Smart Grid Architecture Model
(SGAM), which was defined by the European Smart Grid Coordination
Group (SG-CG) and is worldwide accepted. The SGAM was adapted and
modified according to the Industry 4.0 requirements.

The RAMI 4.0 model aims at supporting a common view among different
industrial branches like automation, engineering and process engineering.
The 3D model combines:
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Figure 2.2 RAMI 4.0 3D Model.

e Hierarchical Levels (Y Axis): this axis collects the hierarchy levels
envisaged by the IEC 62264 international standards on the integration
of company computing and control systems;

e Cycle & Value Stream (X Axis): the second axis represents the life
cycle of facilities and products. The RAMI 4.0 takes the IEC 62890
standard for life cycle management as a reference point to structure the
life cycle. This axis focuses on features able to provide a consistent data
model during the whole life cycle of an entity.

e Layers (Z Axis): the vertical axis, finally, represents the various
perspectives from the assets up to the business processes.

The combination of the elements on these three axes represented a quite
innovative management of product manufacturing, especially the elements
on the X axis. Indeed, the RAMI 4.0 is the only reference architecture to
explicitly analyze and take into account entities’ life cycles at their time of
proposal. Later, other models such as IVRA have also adopted that view.

One of the main objectives of RAMI 4.0 is to provide an end-to-end (i.e.
since the inception of the product’s idea, until its dismantling or recycling)
framework able to connect and consistently correlate all technical, adminis-
trative and commercial data so as to create value streams providing added
value to the manufacturer.

Many elements are available in RAMI 4.0, e.g. models, types, instances,
production lines, factories, etc.). They differentiate between objects, which
are elements that have a life cycle and data associated with it. On the other
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hand, there are the so-called “active” elements inside the different layers and
are called Industry 4.0 components (I4.0 component). 14.0 components are
also objects, but they have the ability to interact with other elements and
can be summarized as follows: (1) they provide data and functions within
an information system about an even complex object; (2) they expose one or
more end-points through which their data and functions can be accessed and
(3) they have to follow a common semantic model.

Therefore, the RAMI 4.0 framework goal is to define how 14.0 com-
ponents communicate and interact with each other and how they can be
coordinated to achieve the objectives set by the manufacturing companies.

2.2.2 Data-driven Digital Manufacturing Platforms for
Industry 4.0

The digital convergence of traditional industries is increasingly causing the
boundaries between the industrial and service sectors to disappear. In March
2015, Acatech, through the Industry-Science Research Alliance’s strategic
initiative “Web-based Services for Businesses”, has proposed a layered
architecture (see Figure 2.3), to facilitate a shift from product-centric to
user-centric business models, which extends the Industry 4.0 perspective.

At a technical level, these new forms of cooperation and collaboration
will be enabled by new digital infrastructures. Smart spaces are the smart
environments where smart, Internet-enabled objects, devices and machines
(smart products) connect to each other. The term ‘“‘smart products” refers
to actual production machines but also encompasses their virtual representa-
tions (CPS digital twins). These products are described as “smart” because
they know their own manufacturing and usage history and are able to act
autonomously. Data generated on networked physical platforms are consol-
idated and processed on software-defined platforms. Providers connect to
each other via these service platforms to form digital ecosystems.

Digital industrial platforms integrate the different digital technologies
into real-world applications, processes, products and services; while new
business models re-shuffle value chains and blur boundaries between prod-
ucts and services [16].

In the last few years, a number of initiatives have been announced
by the public and private sectors globally dealing with the develop-
ment of digital manufacturing platforms and multi-sided ecosystems for
Industry 4.0 (see Figure 2.4). Vertical initiatives such as AUTOSAR [29]
and ISOBUS [28], for instance, in the smart product dimension aim at
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Figure 2.3 Smart Service Welt Reference Model & Vision.

enabling smart products in the automotive and smart agrifood sectors,
whereas initiatives such as OPC-UA [31] intend to address manufacturing
equipment universal access to a large extent. Similarly, more horizontal open
(source) platform initiatives dealing with embedded systems (S3P [27]) or
local automation clouds (Arrowhead [26], Productive 4.0 [32]) deal with
networked physical product control across vertical industries, e.g. transport,
manufacturing, health, energy and agrifood.
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However, the largest investment of industry so far has focused on the
development of software-defined platforms to leverage smart spaces for smart
data; either for vertical industries or for more horizontal approaches. Initia-
tives such as FIWARE for Smart Industry [22], MIDIH [21] or Boost 4.0 [24]
are working to pave the way for the implementation of data-driven smart
connected factories. On the other hand, more cross-domain initiatives for
smart Internet services (FIWARE [23]), data-sharing sovereignty (Interna-
tional Data Spaces [25]) or Industrial IoT (IIC [30]) are both providing critical
general software foundations for the development of vertical solutions such as
those mentioned before (FIWARE Smart Industry, Boost 4.0 or MIDIH) and
ensuring that interoperability across domains is properly developed as part of
the digital transformation supporting the breakup of inter-domain information
silos.

Along this line is also worth noting the recent efforts from large industrial
software companies to provide commercial solutions with open APIs to
respond to the challenge of leveraging digital infrastructures and smart data
platforms to support the next generation of digital services. In this area are
very relevant initiatives such as Mindsphere by SIEMENS [17], Leonardo
by SAP [18], Bosch IoT suite [19] or 3DExperience [20] by Dassault
Systems.

2.2.3 International Data Spaces

The Industrial Data Space initiative is an initiative driven forward by
Fraunhofer together with over 90 key industrial players such as ATOS,
Bayer, Boehringer Ingelheim, KOMSA, PricewaterhouseCoopers, REWE,
SICK, Thyssen-Krupp, TUV Nord, Volkswagen, ZVEI, SAP. BOSCH, Audi,
Deutche Telekom, Huawei, Rittal and a network of European multipliers
(INNOVALIA, TNO, VTT, SINTEF, POLIMI, etc.). Digital sovereignty
over industrial data and trust in data sharing are key issues in the
Industrial Data Space. Data will be shared between certified partners only
when it is truly required by the user of that data for a value-added service.
The basic principles that form the framework for the technological concept
of the Industrial Data Space are summarized as (1) securely sharing data
along the entire data supply chain and easily combining own data with
publicly available data (such as weather and traffic information, geodata, etc.)
and semi-public data, such as from a specific value chain. (2) Sovereignty
over data, that is, control over who has what rights in which context, is
just as important as legal certainty, to be ensured by certifying participants,
data sources and data services. The reference architecture model should be
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Figure 2.5 Industrial Data Space reference model.

seen as a blueprint for secure data exchange and efficient data combination.
Figure 2.5 illustrates the technical architecture of the Industrial Data Space.

The Industrial Data Space fosters secure data exchange among its partic-
ipants, while at the same time ensures data sovereignty for the participating
data owners. The Industrial Data Space Association defines the framework
and governance principles for the Reference Architecture Model, as well as
interfaces aiming at establishing an international standard which considers
the following user requirements: (1) data sovereignty; (2) data usage control;
(3) decentralized approach; (4) multiple implementations; (5) standardized
interfaces; (6) certification; (7) data economy and (8) secure data supply
chains.

In compliance with common system architecture models and standards
(such as ISO 42010, 4+1 view model, etc.), the Reference Architecture Model
uses a five-layer structure expressing stakeholder concerns and viewpoints at
different levels of granularity (see Figure 2.6).

The IDS reference architecture consists of the following layers:

e The business layer specifies and categorizes the different stakeholders
(namely the roles) of the Industrial Data Space, including their activities
and the interactions among them.
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Figure 2.6 General structure of Reference Architecture Model [36].

e The functional layer comprises the functional requirements of the
Industrial Data Space and the concrete features derived from them (in
terms of abstract, technology-agnostic functionalities of logical software
components).

e The process layer provides a dynamic view of the architecture; using
the BPMN notation, it describes the interactions among the different
components of the Industrial Data Space.

e The information layer defines a conceptual model, which makes use
of “linked data” principles for describing both the static and dynamic
aspects of the Industrial Data Space’s constituents (e.g. participants
active, Data Endpoints deployed, Data Apps advertised or datasets
exchanged).

e The system layer is concerned with the decomposition of the log-
ical software components, considering aspects such as integration,
configuration, deployment and extensibility of these components.

In addition, the Reference Architecture Model contains three cross-sectional
perspectives:

e Security: It provides means to identify participants, protect data com-
munication and control the usage of data.

e Certification: It defines the processes, roles, objects and criteria
involved in the certification of hardware and software artifacts as well
as organizations in IDS.

e Governance: It defines the roles, functions and processes from a
governance and compliance point of view, defining the requirements
to be met by an innovative data ecosystem to achieve corporate
interoperability.
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System layer: technical components

The most interesting layer for the IDS framework is the system layer, where
the roles defined in other layers (business and functional Layers) are now
mapped onto a concrete data and service architecture in order to meet the
requirements, resulting in what is the technical core of the IDS. From the
requirements identified, three major technical components can be derived:

e Connector
e Broker
e App Store

These are supported by four additional components, which are not specific to
the IDS:

e Identity provider

e Vocabulary hub

e Update repository (source for updates of deployed connectors)

e Trust repository (source for trustworthy software stacks and fingerprints
as well as remote attestation checks).

IDS open source implementation using FIWARE

The most interesting aspect about the IDS business reference architecture
is the opportunity to support multiple implementations and to combine it
with open source enablers. It is a common goal that a valid open source
implementation of the IDS Architecture can be based on FIWARE software
components, compatible also with FIWARE architecture principles.

The FIWARE foundation is working towards making sure that core
FIWARE Generic Enablers can be integrated together to build a valid open
source implementation of the IDS architecture. Both organizations are col-
laborating on the development of domain data models and communicating
about the development of their respective specifications and architectures to
keep them compatible.

The way FIWARE software components can be combined to support
the implementation of the main IDS architecture components is shown in
Figure 2.7. FIWARE technology offers the following features to support IDS
implementation:

1. Docker-based tools relying on Docker Hub Services enabling automated
deployment and configuration of Data Apps.

2. Standard vocabularies are being proposed at https://www.fiware.org/data-
models
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Figure 2.7 Materializing the IDS Architecture using FIWARE.

3. Data Apps map to NGSI adapters or Apps processing context informa-
tion.

4. Both External and Internal IDS Connectors are implemented using
FIWARE Context Broker components.

5. Extended CKAN Data Publication Platform.

6. FIWARE Context Broker components will be used as core component
of IDS Connectors.

7. Interface between IDS connectors based on FIWARE NGSI.

2.3 Autoware Framework for Digital Shopfloor Automation
2.3.1 Digital Shopfloor Evolution: Trends & Challenges

The previous section presented the main digital platform and reference archi-
tecture work currently in place to deal with data-driven digital transformation
in manufacturing. The industrial digitalization supported by Industry 4.0 and
its vision of the intelligent networked factory of the future are major talk-
ing points as mobile technologies like cloud computing are revolutionizing
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industrial processes. With embedded systems, components and machines can
now talk to one another and self-optimize, self-configure and self-diagnose
processes and their current state, providing intelligent support for workers
in their increasingly complex decision-making. Today’s centrally organized
enterprise is turning into a decentralized, dynamically controlled factory
whose production is defined by individuality, flexibility and rapidity. As a
consequence, see Figure 2.8 below, the digital shopfloor vision is increasingly
evolving towards more flexible plug & produce modular assembly islands
moving away from more rigid production lines with the ambition of real-time
actuation and adaptation (cognition and autonomy) of production with an
aim of reaching zero defect manufacturing. Equally, manufacturing processes
are increasingly collaborative among humans, robots and autonomous mobile
systems that come together as needed for mission-oriented tasks.

This new scenario is obviously generating that SMEs face difficulties at
various levels to make strategic decisions while building a digital shopfloor,
i.e. evolution model to adopt, automation technology selection and cost
and time of deployment and operation, associated return on investments
that will boost their business strategies (quality, efficiency, cost, flexibility,
sustainability, innovation).

Since the 1980s, the IT structure of factories has been ordered hierar-
chically from field level to the level of factory control. Cloud and edge

Figure 2.8 Digital shopfloor visions for autonomous modular manufacturing, assembly and
collaborative robotics.
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technologies now make it possible to disengage these hierarchies and link up
individual components — from computer numerical control CNC and robot
control RC to manufacturing execution systems MES and enterprise resource
planning ERP — in flexible networks. The core of this new approach is the
virtualization of systems in which software functionality (digital abilities)
is decoupled from the specific computer hardware (embedded, edge, cloud,
HPC) where it runs. In other words, software used to depend on specific
computer or control platforms is now separated from it via virtual machines
and transferred to the cloud or the edge based on decision/actuation time
scales. In a multitude of ways, transfer of control functions to the cloud
opens up a whole new dimension of flexibility. First of all, the cloud-edge
mechanism “rapid elasticity” enables the flexible and mostly automatic
distribution of computing capacity. This means that the computing power of a
whole group of processor cores in a “private cloud” can be allocated in a few
seconds — for instance, between the CPU-intensive processes of the five-axis
interpolation of a milling machine or the complex axis control of cooperating
robots. Consequently, a much more efficient use of available computing
power can be made than was possible with the older, purely decentralized
control systems for individual machines and robots. At the same time, further
gains in flexibility are given when — with adequate computing power — any
number of virtual machine controls VMC or virtual robot controls VRC
can be generated. The cloud-based control opens the way to upgrading
or retrofitting high-quality machines and equipment whose control systems
are outdated. The main challenge here is meeting the stringent real-time
requirements set by state-of-the-art machine and robot control systems.

AUTOWARE [3], a European initiative under the European Commis-
sion initiative for digitizing European Industry, supports the deployment of
such autonomous digital shopfloor solutions based on the following three
pillars:

¢ Pillarl: Harmonized open hardware and software digital automa-
tion reference architecture. From a data-driven perspective for cyber
physical production systems (smart products), leverage a reference
architecture across open ICT technologies for manufacturing SME
(I4MS, www.idms.eu) digital transformation competence domains
(cloud, edge/OpenFog, BeinCPPS/MIDIH, robotics/ROS-ReconCell).
For keeping integration time and costs under control, AUTOWARE
framework acts as a glue across manufacturing users and digital
automation solution developers in a friendly ecosystem for business
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development, more efficient service development over harmonized
architectures (smart machine, cloudified control, cognitive planning-
app-ized operation).

e Pillar 2: Availability of digital ability technology enablers for dig-
ital shopfloor automatic awareness and cloud/edge-based control
support. Leverage a number of SME digital abilities, e.g. augmented
virtuality, reliable wireless communications, smart data distribution and
cognitive planning, to ease the development of automatic awareness
capabilities in autonomous manufacturing systems. For ensuring digi-
tal shopfloor extendibility, the AUTOWARE framework envisions the
development of usability services (Cyber Physical Production Systems
(CPPS) trusted auto-configuration, programming by demonstration) as
well as associated standard compliant validation & verification services
for digital shopfloor solution.

e Pillar 3: Digital automation business value model to maximize
Industry 4.0 return of investment. Leverage digital automation invest-
ments through a shared SME cognitive manufacturing migration model
and an investment assessment platform for incremental brownfield
cognitive autonomous solution deployment.

As opposed to other manufacturing environments, digital automation faces an
increased challenge in terms of the large diversity of technologies involved.
This implies that access to digital technologies or digital services is not
enough for Industry 4.0 in general, but SMEs in particular, to leverage the
Industry 4.0 business value. In the context of digital automation in general
and in the context of cognitive and autonomous systems in particular, safe and
secure integration of all technologies involved (robotic systems, production
systems, computing platforms, cognitive services and mobile information
services) into solutions is the real challenge, as illustrated in Figure 2.9.
Based on these three pillars, AUTOWARE has proposed a framework
based on other existing frameworks (e.g. MIDIH, BEinCPPS, FIWARE,

Digital Technologies Automation Solutions

Figure 2.9 AUTOWARE digital automation solution-oriented context.
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RAMI 4.0), taking into consideration the industrial requirements from sev-
eral use cases, aiming to provide a solution-oriented framework for digital
shopfloor automation. Figure 2.10 shows the AUTOWARE framework with
its main components.

The AUTOWARE framework from a technical perspective offers many
features and concepts that are of great importance for cognitive manufac-
turing in particular to the automatic awareness abilities that AUTOWARE is
primarily aiming at:

e Open platform. Platforms contain different technology building blocks
with communication and computation instances with strong virtual-
ization properties with respect to both safety and security for the
cloudification of CPS services.

o Reference architecture. Platforms focused on harmonization of refer-
ence models for cloudification of CPS services have to make a tem-
plate style approach for flexible application of an architectural design
for suitable implementation of cognitive manufacturing solutions, e.g.
predictive maintenance, zero defect manufacturing, energy efficiency.

o Connectivity to IoT. Multi-level operation (edge, cloud) and function
visualization through open interfaces allow native support for service
connection and disconnection from the platform, orchestrating and
provisioning services efficiently and effectively.
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e Dynamic configuration. Software-defined operation of systems allows
automatic integration of other systems to connect or disconnect from
the system, dynamic configuration including scheduling is implemented.
The deployment of new functionalities, new services and new system
structures poses new safety and security system requirements; compo-
nent must be more dynamically configured and validated and finally
integrated into these systems.

e Autonomous controls. High automation levels and autonomy require
a high degree of design and development work in the area of sensors
and actuators on the one hand and a high degree of efficient and robust
sensor fusion on the other.

o Virtualization of real-time functions. Control functions can be virtual-
ized and executed away from machine environments, and machine data
can be accessed remotely in real time. This enables a large variety of
novel functionalities as it allows the geographical distribution of com-
putationally intensive processes, executed remotely from the location of
action.

2.3.1.1 Pillar 1: AUTOWARE open reference architecture for
autonomous digital shopfloor

AUTOWARE Reference Architecture (RA) aligns the cognitive manufac-
turing technical enablers, i.e. robotic systems, smart machines, cloudified
control, secure cloud-based planning systems and application platform to
provide cognitive automation systems as solutions while exploiting cloud
technologies and smart machines as a common system. AUTOWARE lever-
ages a reference architecture that allows harmonization of collaborative
robotics, reconfigurable cells and modular manufacturing system control
architectures with BEinCPPS and MIDIH data-driven industrial service ref-
erence architectures (already fully aligned with ECSEL CRYSTAL and
EMC2 CPS design practices) supported by secure and edge-powered reli-
able industrial (wireless) communication systems (5G, WiFi and OPC-UA
TSN) and high-performance cloud computing platforms (CloudFlow) across
cognitive manufacturing competence domains (automation, analytics and
simulation).

The goal of the AUTOWARE RA is to have a broad industrial applica-
bility, map applicable technologies to different areas and to guide technology
and standard development. From a structural perspective, the AUTOWARE
RA covers two different areas denoted as domains:
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e Design domain: it describes the design and development methods, tools
and services for designing AUTOWARE CPPS. The components of the
design domain enable users to intuitively design the applications (the
so-called automatic awareness digital ability usability services).

e Runtime domain: it includes all the systems that support the execution
and operation of the AUTOWARE autonomous CPPS.

The AUTOWARE RA has four layers/levels (see Figure 2.11), which target
all relevant layers for the modeling of autonomous CPPS in the view of
AUTOWARE:

e Enterprise: The enterprise layer is the top layer of the AUTOWARE
reference architecture that encompasses all enterprise’s systems, as well
as interaction with third parties and other factories.

e Factory: At the factory layer, a single factory is depicted. This includes
all the various workcells or production lines available for the complete
production.

o Workcell/Production Line: The workcell layer represents the indi-
vidual production line of cell within a company. Nowadays, a factory
typically contains multiple production lines (or production cells), where
individual machines, robots, etc. are located in or become a part of.

e Field Devices: The field devices layer is the lowest level of the reference
architecture, where the actual machines, robots, conveyer belt, as well as
controllers, sensors and actuators are positioned.

To uphold the concept of Industry 4.0 and to move from the old-fashioned
automation pyramid (where only communication was mainly possible within
a specific layer, and to establish communication between the different lay-
ers, complicated interfaces were required), the communication concept is
a “pillar” to cover all the mentioned layers. The communication pillar
enables direct communication between the different layers. The pillar is
named Fog/Cloud and uses wired (e.g. IEEE 802.1 TSN) and wireless
communication to create direct interaction between the different layers by
using Fog/Cloud concepts (blue column in Figure 2.11). In good alignment
with this paradigm, this pillar is also responsible for data persistence and
potentially distributed transaction management services across the various
components of the autonomous digital manufacturing system.

Finally, the last part of the AUTOWARE Reference Architecture focuses
on the actual modeling, programming and configuration of the dif-
ferent technical components inside the different layers (green column in
Figure 2.11). On each layer, different tools or services are applied and
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Figure 2.11 AUTOWARE Reference Architecture.

for all of them, different modeling approaches are available. The goal of
these modeling approaches is to ease the end user/system developer/system
integration developing the tools or technologies for the different levels.
Additionally, it could be possible to have modeling approaches that take the
different layers into account and make it easier for the users to model the
interaction between the different layers.

The AUTOWARE reference architecture also represents the two data
domains that the architecture anticipates, namely the data in motion and data
and rest domains. These layers are also matched in the architecture with the
type of services automation, analysis and learning/simulation that are also
pillars of the RA. The model also represents the layers of the RA where such
services could be executed with the support of the fog/cloud computing and
persistence services (blue pillar in Figure 2.11).

2.3.1.2 Pillar 2: AUTOWARE digital abilities for automatic
awareness in the autonomous digital shopfloor

As an initial and crucial step towards autonomous shopfloor operation,

AUTOWARE provides a set of digital technologies and services for setting
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the foundation of automatic awareness in a digital shopfloor. Automatic
awareness is the precondition for any form of more advanced autonomous
decision and/or self-adaptation process. Autonomous digital shopfloor oper-
ations require integration across multiple disciplines. In fact, as discussed
in [37] and shown in Figure 2.12, openness and interoperability need to
be facilitated across all of those in a harmonized manner to ensure future
digital shopfloor extendibility as industry gradually adopts digital abilities
and services to build their competitive advantage.

For this purpose, the AUTOWARE framework provides three main com-
ponents. These AUTOWARE components (technologies, usability services
and V&V services) provide a collection of enablers that facilitates the differ-
ent users of the AUTOWARE framework to interact with the system on dif-
ferent levels. Apart from the enablers developed in the AUTOWARE project,
there have been several international projects to promote the creation of new
open source enablers for such an architecture. The most interesting ones
have come from FIWARE Smart Industry, [4MS and IDS communities and
have been integrated into the AUTOWARE framework. Within AUTOWARE,
there are three different enablers: technology, usability and verification and
validation (V&V), which are crucial to ensure that a particular digital ability
(in the specific case of AUTOWARE, automatic awareness) can be effectively
and efficiently modeled, programmed, configured, deployed and operated in
a digital shopfloor.

On the one hand, within the AUTOWARE framework, there is a collection
of technology enablers, which can be identified as the technical tools, meth-
ods and components developed or provided within the AUTOWARE frame-
work. Examples of technology enablers within the AUTOWARE project
are robotic systems, smart machines, cloudified control systems, fog nodes,
secure cloud- and fog-based planning systems as solutions to exploit cloud
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Figure 2.12 AUTOWARE harmonized automatic awareness open technologies.
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and fog technologies and smart machines as a common system. All these
conform to a set of automatic awareness integrated technologies, which,
as shown in Figure 2.12, adopt i-ROS-ready reconfigurable robotic cell
and collaborative robotic bi-manipulation technology, smart product mem-
ory technology, OpenFog edge computing and virtualization technology,
5G-ready distributed data processing and reliable wireless mobile networking
technologies, OPC-UA compliant Time Sensitive Networking (TSN) tech-
nology, Deep object recognition technology and ETSI CIM-ready FIWARE
Context Brokering technology.

On the other hand, the AUTOWARE digital ability framework addi-
tionally provides automatic awareness usability services intended for a
more cost-effective, fast and usable modeling, programming and configura-
tion of integrated solutions based on the AUTOWARE enabling automatic
digital shopfloor awareness technologies. This includes, for instance, aug-
mented virtuality services, CPPS-trusted auto-configuration services or robot
programming by training services.

Through its digital abilities, AUTOWARE facilitates the means for the
deployment of completely open digital shopfloor automation solutions for
fast data connection across factory systems (from shop floor to office floor)
and across value chains (in cooperation with component and machine OEM
smart services and knowledge). The AUTOWARE added value is not only to
deliver a layered model for the four layers of the digital business ecosystem
discussed in Section 2.2 for the digital shopfloor (smart space, smart product,
smart data and smart service), but more importantly to provide an open and
flexible approach with suitable interfaces to commercial platforms that allows
the implementation of collective and collaborative services based on trusted
information spaces and extensive exploitation of digital twin capabilities and
machine models and operational footprints.

The third element in the AUTOWARE digital ability is the provision of
validation and verification (V&YV) services for digital shopfloor solutions,
i.e. CPPS. Although CPPS are defined to work correctly under several envi-
ronmental conditions, in practice, it is enough if it works properly under
specific conditions. In this context, certification processes help to guarantee
correct operation under certain conditions, making the engineering process
easier, cheaper and shorter for SMEs that want to include CPPS in their
businesses. In addition, certification can increase the credibility and visibility
of CPPS as it guarantees its correct operation under specific standards. If
a CPPS is certified to follow some international or European standards or



2.3 Autoware Framework for Digital Shopfloor Automation 51

regulation, then it is not necessary to be certified in each country, so the
integration complexity, cost and duration are highly reduced.

2.3.1.3 Pillar 3: AUTOWARE business value

On the one hand, around the world, traditional manufacturing industry is in
the throes of a digital transformation that is accelerated by exponentially
growing technologies (e.g. intelligent robots, autonomous drones, sensors,
3D printing). Indeed, there are several European initiatives (e.g. I4MS ini-
tiative) and interesting platforms that are developing digitalization solutions
for manufacturing companies in different areas: robotic solutions, cloudifica-
tion manufacturing initiatives, CPS platforms implementation, reconfigurable
cells, etc. However, all these initiatives were developed in isolation and they
act as isolated components.

On the other hand, manufacturing SMEs need to digitalize their processes
in order to increase their competitiveness through the adoption of ICT tech-
nologies. However, the global competition and the individualized products
and solutions that currently exist make it difficult for manufacturing SMEs to
access all this potential.

For this reason, AUTOWARE defined a new Autonomous Factory
Ecosystem around their AUTOWARE Business Value Pillar allowing manu-
facturing SMEs to gain a clear competitive advantage for the implementation
of their manufacturing processes. This pillar provides access to a set of new
generation of tools and decision support toolboxes capable of supporting
CPPS and digital services cloudification, robotics systems, reconfigurable
cells, thanks to a faster and holistic management of several initiatives
and tools into an open ecosystem providing a more seamless transfer of
information across physical and digital worlds.

Therefore, AUTOWARE provides an open CPPS solution hub ecosystem
that gathers all resources together, thus enabling SMEs to access all the dif-
ferent components in order to develop digital automation cognitive solutions
for their manufacturing processes in a controlled manner and quantifiable
business impact.

AUTOWARE reduces the complexity of the access to the different
isolated tools significantly and speeds up the process by which multi-
sided partners can meet and work together. Indeed, AUTOWARE connects
several initiatives for strengthening the European SME offer on cognitive
autonomous products and leveraging cognitive autonomous production pro-
cesses and equipment towards manufacturing SMEs. Thus, AUTOWARE
leverages the development of open CPPS ecosystem and joins several
stakeholders’ needs:
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End Users (SME): The main target group of the AUTOWARE project is
SMEs (small and medium-sized enterprises) that are looking to change
their production according to Industry 4.0, CPPS and Internet of Things
(IoT). These SMEs are considered the end user of the AUTOWARE
developments, whereby they do not have to use all the developed
technologies, but can only be interested in a subset of the technologies.
Software Developers: As the AUTOWARE platform is an open plat-
form, software developers can create new applications that can run on
the AUTOWARE system. To support these users in their work, the
system provides high usability and intuitiveness level, so that software
developers can program the system to their wishes.

Technology Developers: The individual technical enablers can be used
as a single technology, but being an open technology, they can also
be integrated into different technologies by technology developers.
The technology must be open and once again be intuitive to re-use
in different applications. Technology developers can then easily use
the AUTOWARE technology to develop new technologies for their
applications and create new markets for the AUTOWARE results.
Integrator: The integrator is responsible for the integration of the
technologies into the whole manufacturing chain. To target this user
group, the technologies must support open interfaces, so the system can
intuitively be integrated into the existing chain. The advantage of the
open interfaces is that the integrator is not bound to a certain brand or
vendor.

Policy Makers: Policy makers can make or break a technology. To
increase the acceptance rate, the exploitation and dissemination of the
technology must be at a professional level, and additionally, the tech-
nology must be validated, supporting the right standards and targeting
the right problems currently present on the market. Policy makers can
push technologies further into the market and act as large catalyst for
new technologies.

HW Developers: For hardware developers, it is important to know what
kind of hardware is required for the usage of the different technologies.
In ideal case, all kind of legacy hardware is capable of interacting with
new hardware, but unfortunately, this is not always the case.
Automation Equipment Providers: The technologies developed
within the AUTOWARE project can be of interest to other automa-
tion equipment providers, e.g. robot providers, industrial controller
providers, sensor providers, etc.
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2.3.2 AUTOWARE Software-Defined Autonomous Service
Platform

Once the complete AUTOWARE framework overview has been presented,
this section will focus on the detailed presentation of the software-defined ser-
vice platform for autonomous manufacturing services. This section extends
the main technological blocks underlying the AUTOWARE reference archi-
tecture.

Due to the recent development of numerous technical enablers (e.g. [oT,
cloud, edge, HPC etc.), it is possible to take a service-based approach for
many components of production information systems (IS). When using a
service-based approach, instead of developing, deploying and running our
own implementations for all production IS tasks, an external service provider
can be considered and the end user can rent access to the offered services,
reducing the cost and knowledge needed.

AUTOWARE focuses on a service-based approach denoted as software-
defined autonomous service platform (in the following, also abbreviated
as “service platform”) based on open protocols and implementing all the
functionalities (physical, control, supervision, MES, ERP) as services. As a
result, the components can be reused, the solution can be reconfigured and
the technological advanced can be easily followed.

Figure 2.13 includes the reference architecture of the AUTOWARE ser-
vice platform showing also how all the functionalities are positioned in the
overall scheme of production IS. There are different functionalities (and
therefore, services) on the different layers depending on the scope, but all
of them are interconnected.

2.3.2.1 Cloud & Fog computing services enablers and context
management

AUTOWARE considers several cloud services enablers for an easier imple-
mentation of the different services or functionalities. Context management
and service function virtualization is a critical element to be supported in the
delivery of automatic awareness abilities in a digital shopfloor. The use of
these open source enablers permits the easier exchange of information and
interoperability between different components and services, something really
useful for future use cases.

AUTOWARE RA considers FIWARE for Smart Industry technology as
the basis to meet AUTOWARE needs of context building management for
digital automation information systems with extended support to robotic
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Figure 2.13 AUTOWARE Software-Defined Autonomous Service Platform.

systems. Additionally, AUTOWARE considers OpenFog as the framework

for operation of virtualized service functions.

The main features introduced in the cloud & edge computing pil-
lar, beyond those inherent to OpenFog specifications, are the support for
automation context information management, processing and visualization.
Such functionalities are being provided through edge and cloud support to

two main FIWARE components:

e Backend Device Management — IDAS: For the translation from IoT-
specific protocols to the NGSI context information protocol considered

by FIWARE enablers.

e Orion Context Broker: It produces, gathers, publishes and consumes
context information. This is the main context information communi-
cation system throughout the AUTOWARE architecture. It facilitates
the exchange of context information between Context Information Pro-
ducers and Consumers through a Publish/Subscribe methodology (see
Figure 2.14). This permits a high decentralized and large-scale context
information management and high interoperability between the different
components due to the use of a common NGSI protocol. The IDS archi-
tecture and connectors permit the use of such a powerful communication
tool, making the use of IDS an extension of the AUTOWARE RA
through FIWARE support to IDS reference architecture, as described

in Section 2.2.
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e Backend Device Management — IDAS: For the translation from loT-
specific protocols to the NGSI context information protocol considered
by FIWARE enablers.

e Cosmos: For an easier Big Data analysis over context integrated
information with most popular Big Data platforms and cloud storage.

AUTOWARE extends a cloud-based architecture to a more flexible and
efficient one based on fog computing, which is defined by the OpenFog Con-
sortium as follows: “A horizontal, system-level architecture that distributes
computing, storage, control and networking functions closer to the users
along a cloud-to-thing continuum”. Adding an intermediate layer for data
aggregation and computing capabilities at the edge of the network resolves
the bottlenecks and disadvantages in complex industrial scenarios: (1) data
bottlenecks that occur on the interface between IT and cloud infrastruc-
ture; (2) disability to guarantee pre-defined latencies in the communication;
(3) sensor data are sent unfiltered to the cloud and (4) limited intelligence on
the machine level.
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Figure 2.15 Embedding of the fog node into the AUTOWARE software-defined platform as
part of the cloud/fog computing & persistence service support.

These drawbacks can be repealed using fog nodes. In addition, strict
requirements on timing or even real-time constrains can only be achieved
by avoiding long transmission of the data. Thus, the fog computing approach
is inherently avoiding the latencies.

Figure 2.15 shows the embedding of the fog node into the AUTOWARE
framework. The architecture supports the following aspects:

The
Fog

Machine Control Capabilities: AUTOWARE platform can control the
different machines (e.g. robots, machines, etc.) within the plant or the
manufacturing cell. It can connect to remote I/Os via an integrated PLC.
Device Management Capabilities: It allows users to perform manage-
ment of multiple machines in a distributed manner. The device manager
is situated in the main office, whereas the devices are distributed over the
factories, possible worldwide. The communication between the device
manager and the different devices must be implemented over a secure
and safe communication channel.

Data Gateway: It enables the communication between other fog nodes,
between the fog node and the cloud and with a remote operator.
Visualization Capabilities: The AUTOWARE open platform provides
standard interfaces (wired and wireless) to guarantee connectivity via
user interfaces to access data via reports, dashboards, etc.

Application Hosting Functionality: It can be located as well in the fog
as in the cloud.

pillars of this architecture, which are common themes of the Open-
reference architecture, include security, scalability, openness, auton-

omy, RAS (reliability, availability and serviceability), agility, hierarchy and
programmability.
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2.3.3 AUTOWARE Framework and RAMI 4.0 Compliance

The overall AUTOWARE Framework and Reference Architecture is also
related to the RAMI 4.0, as this is the identified reference architecture
for Industry 4.0. The goal of the AUTOWARE project was to keep the
developments related to the topics of Industry 4.0 and keep the Reference
Architecture and Framework related to the RAMI 4.0 as well as to extend
their scope to address the smart service welt data-centric service operations
and future autonomous service demands.

To establish this link, the consortium mapped the different concepts and
components of the AUTOWARE Framework to the RAMI 4.0 model. In
Figure 2.16, the result of such mapping is provided. As it can be observed,
the layers of the RAMI 4.0 architecture are well covered by the digital
abilities enablers (technologies and service). Moreover, the business value
matches with the vision of the business layer of the RAMI 4.0 architecture.
On the hierarchical axis, the mapping is provided with the layers of the
reference architecture, whereas the lifecycle coverage for type and instance
is addressed through the modeling, configuration, programming pillar and
the cloud/fog computing and persistence service layers. As discussed in the
previous subsection, the data-management services to support at the various
layers simulation, learning and knowledge-cognitive capabilities are actually
implementing those advanced Industry 4.0 functionalities based on the cloud
and edge support. This strict mapping ensures that the AUTOWARE frame-
work not only supports Industry 4.0 scenarios, but also that they can also
bring forward more advanced data-driven autonomous operations.

2.4 Autoware Framework for Predictive Maintenance
Platform Implementation

In the new Industry 4.0 paradigm, cognitive manufacturing is a fundamental
pillar. It transforms manufacturing in three ways:

1. Intelligent Assets and Equipment: utilizing interconnected sensors,
analytics, and cognitive capabilities to sense, communicate and self-
diagnose any type of issues in order to optimize performance and
efficiency and reduce unnecessary downtime.

2. Cognitive Processes and Operations: analyzing a huge variety of infor-
mation from workflows, context, process and environment to quality
controls, enhance operations and decision-making.
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3. Smarter Resources and Optimization: combining various forms of
data from different individuals, locations, usage and expertise with
cognitive insight to optimize and enhance resources such as labor,
workforce, and energy, improving in such a way the efficiency of the
process.

Predictive maintenance is the prediction of a tool life cycle or other main-
tenance issues by the use of the information gathered by different sensors
and analyzing that information by different types of analytical processes
and means. Therefore, predictive maintenance is a clear example of cog-
nitive manufacturing and the focus of the Z-Bredk project, which employs
AUTOWARE Digital Shopfloor reference architecture as its framework for
process operation. This section discusses how the AUTOWARE frame-
work can be customized and additional digital abilities and services can be
incorporated to implement advanced Industry 4.0 manufacturing processes.

2.4.1 Z-BREA4K: Zero-Unexpected-Breakdowns and Increased
Operating Life of Factories

The H2020 project Z-BRE4K, https://www.z-bredk.eu/, looks to implement
predictive maintenance strategies to avoid unexpected breakdowns, thus
increasing the uptime and overall efficiency of manufacturing scenarios. To
this extent, several hardware and software solutions will be implemented in
three industrial demonstrators, adapting to the particular needs of each one.

In particular, Z-BRE4K delivers a solution composed of eight scalable
strategies at component, machine and system level targeting:

1. Z-PREDICT. The prediction occurrence of failure.
2. Z-DIAGNOSE. The early detection of current or emerging failure.
3. Z-PREVENT. The prevention of failure occurrence, building up or even
propagation in the production system.
. Z-ESTIMATE. The estimation of the remaining useful life of assets.
. Z-MANAGE. The management of the strategies through event model-
ing, KPI monitoring and real-time decision support.
6. Z-REMEDIATE. The replacement, reconfiguration, re-use, retirement
and recycling of components/assets ().
7. Z-SYNCHRONISE. Synchronizing remedy actions, production plan-
ning and logistics.
8. Z-SAFETY. Preserving the safety, health and comfort of the workers.

9 N
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The Z-BRE4K solution implementation is expected to have a significant
impact, namely (1) increase of the in-service efficiency by 24%, (2) reduced
accidents, (3) increased verification according to objectives and (4) 400 new
jobs created and over €42M ROI for the consortium.

In order to implement these strategies and reach these impact results, data
coming from machine components, industrial lines and shop floors will be
fed in the Z-BRE4K platform, which is featured by a communication middle-
ware operative system, a semantic framework module, a dedicated condition
monitoring module, a cognitive embedded module, a machine simulator
to develop digital twins, an advanced decision support system (DSS), an
FMECA module and a predictive maintenance module, together with a
cutting-edge vision H/S solution for manufacturing applications associated
to advanced HMLI.

The General Architecture must be able to support all the components
developed under the Z-BRE4K project, which lead to fulfilling the predictive
maintenance strategies, being able to keep the information flow constant
and well distributed between all the components. At the same time, it must
permit an easy implementation in each use case scenario, leading the way
towards each particular architecture for each use case and, in the future,
different scenarios from other industrial systems. This means that the General
Architecture must be highly flexible and easily adapted to new use cases,
promoting the predictive maintenance towards its integration in SMEs.

Due to the high flexibility, the architecture requires the main communi-
cation middleware operative system to support a high number of different
types of data coming from different types of sensors and control software. At
the same time, due to the high number of different components, it must also
support the need of a continuous communication between all of them, and the
interoperability must reach top-notch levels.

2.4.2 Z-Bredk Architecture Methodology

The Z-Bredk architecture is designed and developed on the foundations of
the AUTOWARE reference architecture and building blocks enabling the
convergence of information technology (IT), operational technology (OT),
engineering technology (ET) and the leveraging of interoperability of indus-
trial data spaces (IDS), for the support of a factory ecosystem. The objective
is to develop a highly adaptive real-time machine (network of components)
simulation platform that wraps around the physical equipment for the purpose
of predicting uptimes and breakdowns, thus creating intuitive maintenance
control and management systems.
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The AUTOWARE framework has been selected as open OS for the
Z-Bredk framework for cognitive CPPS service development and strategy
implementation. The AUTOWARE open framework is particularly well
suited for integration of Z-Bredk strategies over legacy machines and IT
systems with minimum interference and that even SMEs are able to eas-
ily integrate advanced predictive maintenance strategies in the very same
IT framework used to deal with production optimization or zero defect
manufacturing processes.

2.4.3 Z-BRE4K General Architecture Structure

The Z-BRE4K General Architecture will be a combination of the
AUTOWARE RA from Figure 2.17 with a vertical separation definition
included in the Digital Shopfloor Alliance Reference Architecture and the
integration of the IDS General Architecture from Figure 2.6 by using
FIWARE Generic Enablers as IDS core components. The main result is
shown in Figure 2.18, where the Z-BRE4K Automation, Z-BRE4K Analytics
and Z-BRE4K Simulation are presented following the Far-Edge Architecture
principles envisioned in the DSA Reference Architecture.

2.4.4 Z-BRE4K General Architecture Information Workflow

Since the predictive maintenance Z-BRE4K is aiming at has been envi-
sioned as a service, the General Architecture will adapt AUTOWARE Ser-
vice Platform Reference Architecture to the Z-BRE4K structure as shown
in Figure 2.19. Figure 2.19 shows the different services divided into the
AUTOWARE different blocks and layers, all of them interconnecting through
suitable data-buses constructed across information contexts. The main work
cell and plant network will be done through the IDS Connector and FIWARE
Orion Context Broker principally, but not necessary, so other communication
methodologies are also supported, to be able to adapt the architecture to any
future use case implementation. The Fog/Cloud interconnection is always
available through the fog nodes described in Section 2.3. This will permit
the use of storage, HPC and Deep Learning FIWARE Generic Enablers for
better computing and calculating processes.

The information captured by the field devices (sensors, machines, etc.)
is sent through the Time Sensitive Network (TSN) located in the end users
facilities to the Control Services and Perception Services & Model Building
components in Real Time.
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Figure 2.18 Z-BRE4K General Architecture Structure.

The next step is, through the IDS Connectors connected to the Work-
cell layer components, the data (normally preprocessed by the Workcell
components) is sent to (published) the Orion Context Broker. The different
components from the factory layer that are subscribed to each data set will
receive it for their analysis and processing. The factory services components,
which are divided into Learning, Simulating and Cognitive Computing Ser-
vices, may require processed data from another factory layer service. The
outputs from factory layer components that are required as inputs by other
factory layer components will be published once again in the Orion Context
Broker in the Workcell. The factory layer components that need those outputs
as inputs will be subscribed to that data and will receive it. That is how the
communication and information flow will be carried out through the different
hierarchical levels.

The Learning, Simulating and Cognitive Computing Services will end
up creating valuable information as outputs that will be published in the
Plant Network’s Orion Context Broker. The different Business Management
Services will recollect the information required as inputs for their processing
and will elaborate reports, actions, alerts, decision support actions, etc. Dual
Reality and Modelling Services will also gather information and will process
it to give extra support information for business management decision making
and user interfaces by publishing it back in the Plant’s Orion Context Broker.
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The Business Management Services will be able to send information
to the Control Services for user interface issues or optimization actions
if necessary.

2.4.5 Z-BRE4K General Architecture Component Distribution

Following the Z-BRE4K General Architecture Service Block division from
Figure 2.19 and the component for predictive maintenance, the final
Z-BRE4K General OS will be as shown in Figure 2.20, where the spe-
cific technologies, services and tools to support the required predictive
maintenance digital ability are actually illustrated.

The strength of the AUTOWARE RA to serve the Z-Bre4k predictive
maintenance lies that once the data has been published in the Orion Con-
text Broker in any of the scenarios considered, they can consider similar
information workflows (see Figure 2.21).

The information in the particular use cases, presented in Figure 2.21, for
the predictive maintenance will go as follows: (1) The information is gathered
by the field devices, pre-processed if necessary by the control and model
building services and published in the Orion Context Broker through each use
cases’ IDS Connector. (2) The data is collected by subscription by the C-03
Semantic Framework, where it is given the semantic structure and stored in
a DB (fog/cloud computing most probable). Then, it is published again in
the Context Broker. (3) Data is used to feed the C-08 Machine Simulators.
(4) Prediction algorithms (from the C-07 Predictive Maintenance) are run
through the C-08 outputs. (5) The C-04 DSS gathers information from the
C-07 Predictive Maintenance and analyzes it, giving as an output the failure
mode. (6) The C-05 FMECA gets the failure mode from the DSS through
the context broker. (7) FMECA returns criticality, risk, redundancy, etc. for
the specific failure mode to the DSS through the Context Broker. (8) The
DSS, based on the Rules set, provides Recommendations to the Technicians
through a common User Interface and control services. (9) The Technicians
can use the C-06 VRfx for the better understanding of the information.
(10) The Technicians take Actions on the assets through the control services
based on the recommendations given. (11) The Technicians provide Feed-
back on the accuracy of the Recommendations given by the DSS. (12) The
DSS improves its Rules and Recommendations based on the Feedback
received.
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2.5 Conclusions

In this chapter, we have discussed the needs for development of a dig-
ital automation framework for the support of autonomous digital manu-
facturing workflows. We have also presented how various open platforms
(i-ROS, OpenFog, IDS, FIWARE, BeinCPPS, MIDIH, ReconCell, Arrow-
head, OPC-UA/TSN, 5G) can be harmonized through open APIs to deliver
a software-defined digital shopfloor platform enabling a more cost-effective,
control and extendable deployment of digital abilities in the shopfloor in close
alignment with business strategies and investments available. This chapter
has also presented how AUTOWARE is also bringing forward the technology
enablers (connectivity, data distribution, edge extension of automation and
control equipment for app-ized smart open control hardware (open trusted
platforms) operation, deep object recognition), usability services (augmented
virutality, CPPS autoconfiguration, robotic programming by training) and
verification and validation framework (safety & standard compliant) to the
deployment and operation of automatic awareness digital abilities, as a first
step in cognitive autonomous digital shopfloor evolution. We have presented
how open platforms for fog/edge computing can be combined with cloudified
control solutions and open platforms for collaborative robotics, modular
manufacturing and reconfigurable cells for delivery of advanced manufac-
turing capabilities in SMEs. Moreover, we have also presented how the
AUTOWARE framework is flexible enough to be adopted and enriched with
additional digital capability services to support advanced and collaborative
predictive maintenance decision workflows. AUTOWARE is adapted for
operation of predictive maintenance strategies in high diversity of machinery
(robotic systems, inline quality control equipment, injection molding, stamp-
ing press, high-performance smart tooling/dies and fixtures), very challenging
and sometimes critical manufacturing processes (highly automated packaging
industry, multi-stage zero-defect adaptive manufacturing of structural light-
weight component for automotive industry, short-batch mass customized
production process for consumer electronics and health sector) and key
economic European sectors with the strongest SME presence (automotive,
food and beverage, consumer electronics).
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Reference Architecture for Factory
Automation using Edge Computing
and Blockchain Technologies
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This chapter will introduce the reader to the FAR-EDGE Reference Archi-
tecture (RA): the conceptual framework that, in the scope of the FAR-EDGE
project, was used as the blueprint for the proof-of-concept implementation of
a novel edge computing platform for factory automation: the FAR-EDGE
Platform. Such platform is going to prove edge computing’s potential to
increase flexibility and lower costs, without compromising on production
time and quality. The FAR-EDGE RA exploits best practices and lessons
learned in similar contexts by the global community of system architects
(e.g., Industrie 4.0, Industrial Internet Consortium) and provides a terse
representation of concepts, roles, structure and behaviour of the system under
analysis. Its unique approach to edge computing is centered on the use of
distributed ledger technology (DLT) and smart contracts — better known
under the collective label of Blockchain. The FAR-EDGE project is exploring
the use of Blockchain as a key enabling technology for industrial automation,
analytics and virtualization, with validation use cases executed in real-world
environments that are briefly described at the end of the chapter.

3.1 FAR-EDGE Project Background

FAR-EDGE’s main goal is to provide a novel edge computing solution for the
virtualization of the factory automation pyramid. The idea of decentralizing
factory automation is not new. Rather, for over a decade, several initiatives,
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including background projects of the consortium partners, have introduced
decentralized factory automation solutions based on various technologies
like intelligent agents and service-oriented architectures (SOA). These back-
ground initiatives produced proof-of-concept implementations that high-
lighted the benefits of decentralized automation in terms of flexibility; yet
they are still not being widely deployed in manufacturing plants. Neverthe-
less, the vision is still alive, as this virtualization can make production systems
more flexible and agile, increase product quality and reduce cost, e.g., enable
scalable, fast-configurable production lines to meet the global challenges of
mass-customization and reshoring.

With the advent of the Industrie 4.0 and the Industrial Internet of Things
(ITIoT), such solutions are revisited in the light of the integration of Cyber-
Physical Systems (CPS) within cloud computing infrastructures. Therefore,
several cloud-based applications are deployed and used in factories, which
leverage the capacity and scalability of the cloud, while fostering supply chain
collaboration and virtual manufacturing chains. Early implementations have
also revealed the limitations of the cloud in terms of efficient bandwidth usage
and its ability to support real-time operations, including operations close to
the field. In order to alleviate these limitations, edge computing architectures
have recently introduced. Edge computing architectures introduce layers of
edge nodes between the field and the cloud, as a means of:

e Saving bandwidth and storage, as edge nodes can filter data streams
from the field in order to get rid of information that does not provide
value for industrial automation.

e Enabling low-latency and proximity processing, since information
can be processed close to the field, rather in a remote (back-end) cloud
infrastructure.

e Providing enhanced scalability, given that edge computing supports
decentralized storage and processing that scale better when compared
to conventional centralized cloud processing. This is especially the case
when interfacing to numerous devices is needed.

e Supporting shopfloor isolation and privacy-friendliness, since edge
nodes deployed at the shopfloor can be isolated from the rest of the
edge network. This can provide increased security and protection of
manufacturing dataset in cases required.

These benefits make edge computing suitable for specific classes of use
cases in factories, including:
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e Large-scale distributed applications, typically applications that
involve multiple plants or factories, which collect and process streams
from numerous distributed devices in large scale.

e Nearly real-time applications, which need to analyze data close to the
field or even control CPS such as smart machines and industrial robots.
A special class of such real-time applications involves edge analytics
applications.

As a result, the application of edge computing for factory automation is
extremely promising, since it can support decentralized factory automation
in a way that supports real-time interactions and analytics in large scale.
FAR-EDGE researches have explored the application of the edge comput-
ing paradigm in factory automation, through designing and implementing
reference implementations in line with recent standards for edge computing
in industrial automation applications. Note that FAR-EDGE was one of
the first initiatives to research and experiment with edge computing in the
manufacturing shopfloor, as relevant activities were in their infancy when
FAR-EDGE project was approved. However, the state of the art in factory
automation based on edge computing has evolved and FAR-EDGE efforts
are taking into account this evolution.

3.2 FAR-EDGE Vision and Positioning

FAR-EDGE’s vision is to research and provide a proof-of-concept imple-
mentation of an edge computing platform for factory automation, which
will prove edge computing’s potential to increase automation flexibility and
lower automation costs, without however compromising production time
and quality. The FAR-EDGE architecture is aligned to the IIC RA, while
exploiting concepts from other RAs and standards such as the OpenFog
RA and RAMI 4.0 (see below for more details). Hence, the project will be
providing one of the world’s first reference implementation of edge comput-
ing for factory automation. Within this scope, FAR-EDGE will offer a host
of functionalities that are not addressed by other implementations, such as
IEC-61499 compliant automation and simulation.

Beyond its functional uniqueness, FAR-EDGE is also unique from a
research perspective. In particular, the project is researching the applica-
bility of disruptive KETSs: distributed ledger technology (DLT) and smart
contracts — better known under the collective label of Blockchain. The
Blockchain concept, while being well understood and thoroughly tested
in mission-critical areas like digital currencies (e.g., Bitcoin, Ethereum),
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has never been applied before to industrial systems. FAR-EDGE aims at
demonstrating how a pool of services built on a generic Blockchain platform
can enable decentralized factory automation in an effective, reliable, scalable
and secure way. In FAR-EDGE, such services are responsible for sharing
process state and enforcing business rules across the computing nodes of a
distributed system, thus permitting virtual automation and analytics processes
that span multiple nodes — or, from a bottom-up perspective, autonomous
nodes that cooperate to a common goal.

3.3 State of the Art in Reference Architectures

A reference architecture (RA) is often a synthesis of best practices having
their roots in past experience. Sometimes it may represent a “vision”, i.e., a
conceptual framework that aims more at shaping the future and improving
over state-of-the-art design rather than at building systems faster and with
lower risk. The most successful RAs — those that are known and used beyond
the boundaries of their native ground — are those combining both approaches.
Whatever the strategy, an RA is for teamwork: its major contribution to devel-
opment is to set a common context, vocabulary and repository of patterns for
all stakeholders.

In FAR-EDGE, where we explore the business value of applying inno-
vative computing patterns to the smart factory, starting from an effective
RA is of paramount importance. For this reason, the FAR-EDGE Reference
Architecture was the very first outcome of the project’s platform development
effort.

In our research, we considered some well-known and accepted generic
RAs (see sub-section below) as sources of inspiration. The goal was twofold:
on the one hand, to leverage valuable experience from large and respected
communities; on the other hand, to be consistent and compatible with
the mainstream evolution of the smart factory, e.g., Industrial IoT and
Industry 4.0. At the end of this journey, we expect the FAR-EDGE RA to
become an asset not only in the scope of the project (as the basis for the
FAR-EDGE Platform’s design), but also in the much wider one of factory
automation, where it may guide the design of ad-hoc solutions having edge
computing as their main technology driver.

3.3.1 Generic Reference Architectures

A generic RA is one that, while addressing a given field of technology,
is not targeting any specific application, domain, industry or even (in one
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case) sector. Its value is mainly in communication: lowering the impedance
of information flow within the development team and possibly also towards
the general public. As such, it is basically an ontology and/or a mind mapping
tool. However, as we will see further on in this analysis, sometimes the
ambition of a generic RA is also to set a standard for runtime interoperability
of systems and components, placing some constraints on implementation
choices. Obviously, for this approach to make sense, it should be backed by
a critical mass of solution providers, all willing to give up the vendor-lock-in
competitive factor in exchange for the access to a wider market.

We have identified three generic RAs that have enough traction to influ-
ence the “technical DNA” of the FAR-EDGE Platform: RAMI 4.0, IIRA and
OpenFog RA. In the following sub-sections, each of them is briefly analysed
and, when it is the case, some elements that are relevant to FAR-EDGE are
extracted to be reused later on.

3.3.2 RAMI 4.0

The Reference Architectural Model for Industrie 4.0 (RAMI 4.0)! is a generic
RA addressing the manufacturing sector. As its name clearly states, it is
the outcome of Platform Industrie 4.0,> the German public—private initiative
addressing the fourth industrial revolution, i.e., merging the digital, physical
and biological worlds into CPS.

According to some experts [1], the expected benefits of the adoption of
CPS in the factory are:

e higher quality

e more flexibility

e higher productivity

e standardization in development

e products can be launched earlier

e continuous benchmarking and improvement
global competition among strong businesses
new labour market opportunities

creation of appealing jobs at the intersection of mechanical engineering,
automation and IT

new services and business model

"https://www.zvei.org/en/subjects/industry-4-0/
2http://www.plattform-i40.de/I40/Navigation/EN/Home/home.html



76 Reference Architecture for Factory Automation using Edge Computing

To ensure that all participants involved in discussions understand each
other, RAMI 4.0 defines a 3D structure for mapping the elements of
production systems in a standard way.

RAMI 4.0, however, is also a standard-setting effort. While still a work in
(slow) progress at the time of writing [2], its roadmap includes the definition
of a globally standardized communication architecture that should enable
the plug-and-play of Things (e.g., field devices, connected factory tools and
equipment, smart machines, etc.) into composite CPS. Currently, only the
general concept of 14.0 Component has been introduced: any Thing that is
wrapped inside an Administration Shell, which provides a standard interface
for communication, control and management while hiding the internals of
the actual physical object. Future work will identify standard languages for
the exchange of information, define standard data and process models and
include recommendations for implementation — communication protocols in
the first place.

With respect to the latter point, OPC UA is central to the RAMI
4.0 strategy. It is the successor of the much popular (in Microsoft-based
shopfloors) OPC machine-to-machine communication protocol for industrial
automation. As opposed to OPC, OPC UA is an open, royalty-free cross-
platform and supports very complex information models. 14.0 Components
will be required to adopt OPC UA as their interfacing mechanism, while also
relying on several IEC standards (e.g., 62832, 61804, etc.) for information
sharing.

RAMI 4.0 has gained a significant traction in Germany and is also
driving the discussion around Industry 4.0 solutions and platforms in Europe.
In particular, its glossary and its 3D structure for element mapping are
increasingly used in sector-specific projects (in particular, platform-building
ones) and working groups as a common language. The FAR-EDGE RA will
adopt some of the RAMI 4.0 conceptual framework as its own, simplifying
communication with the external communities of developers and users.

3.3.3 IIRA

The Industrial Internet Reference Architecture (IIRA)? has been developed
and is actively maintained by the Industrial Internet Consortium (IIC), a
global community of organizations (>250 members, including IBM, Intel,
Cisco, Samsung, Huawei, Microsoft, Oracle, SAP, Boeing, Siemens, Bosch
and General Electric) committed to the wider and better adoption of the

3http://www.iiconsortium.org/IIRA.htm
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Internet of Things by the industry at large. The IIRA, first published in 2015
and since evolved into version 1.8 (Jan 2017), is a standards-based architec-
tural template and methodology for the design of Industrial Internet Systems
(IIS). Being an RA, it provides an ontology of IIS and some architectural
patterns, encouraging the reuse of common building blocks and promoting
interoperability. It is worth noting that a collaboration between the IIC and
Platform Industrie 4.0, with the purpose of harmonizing RAMI 4.0 and IIRA,
has been announced.*

IIRA has four separate but interrelated viewpoints, defined by identify-
ing the relevant stakeholders of IIoT use cases and determining the proper
framing of concerns. These viewpoints are: business, usage, functional and
implementation.

e The business viewpoint attends to the concerns of the identification
of stakeholders and their business vision, values and objectives. These
concerns are of particular interest to decision-makers, product managers
and system engineers.

e The usage viewpoint addresses the concerns of expected system usage.
It is typically represented as sequences of activities involving human
or logical users that deliver its intended functionality in ultimately
achieving its fundamental system capabilities.

e The functional viewpoint focuses on the functional components in a
system, their interrelation and structure, the interfaces and interactions
between them and the relation and interactions of the system with
external elements in the environment.

e The implementation viewpoint deals with the technologies needed to
implement functional components, their communication schemes and
their life cycle procedures.

In FAR-EDGE, which deals with platforms rather than solutions, the
functional and implementation viewpoints are the most useful.

The functional viewpoint decomposes an IIS into functional domains,
which are, following a bottom-up order, control, operations, information,
application and business. Of particular interest in FAR-EDGE are the first
three.

The control domain represents functions that are performed by industrial
control systems: reading data from sensors, applying rules and logic and exer-
cising control over the physical system through actuators. Both accuracy and

“http://www.iiconsortium.org/iic-and-i40.htm — to date, no concrete outcomes of such
collaboration have been published.
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resolution in timing are critical. Components implementing these functions
are usually deployed in proximity to the physical systems they control, and
may therefore be distributed.

The operations domain represents the functions for the provisioning,
management, monitoring and optimization of the systems in the control
domain.

The information domain represents the functions for gathering and
analysing data to acquire high-level intelligence about the overall system.
As opposed to their control domain counterparts, components implementing
these functions have no timing constraints and are typically deployed in
factory or corporate data centres, or even in the cloud as a service.

Overall, the functional viewpoint tells us that control, management and
data flow in IIS are three separate concerns having very different non-
functional requirements, so that implementation choices may also differ
substantially.

The implementation viewpoint describes some well-established architec-
tural patterns for IIS: the Three-tier, the Gateway-mediated Edge Connectiv-
ity and Management and the Layered Databus. They are of particular interest
in FAR-EDGE, as they all deal with edge computing, although in different
ways.

The Three-tier architectural pattern distributes concerns to separate but
connected tiers: Edge, Platform and Enterprise. Each of them play a specific
role with respect to control and data flows. Consistently with the requirements
stemming from the functional viewpoint, control functionality is positioned in
the Edge Tier, i.e., in close proximity to the controlled systems, while data-
related (information) and management (operations) services are part of the
Platform. However, the IIRA document v1.8 also states that in real systems,
some functions of the information domain may be implemented in or close to
the edge tier, along with some application logic and rules to enable intelligent
edge computing. Interestingly enough, though, the opposite — edge computing
as part of Platform functionality — is not contemplated by IIRA, probably
because intelligent edge nodes (i.e., connected factory equipment with on-
board computing capabilities) are deemed to be an OEM’s (Original Equip-
ment Manufacturer) concern. However, there is a component in the IIRA
diagram suggesting that such boundaries may be blurred: the Gateway, which
is part of the Edge Tier, connects it to both the Platform and Enterprise ones.

The Edge Gateway (EG) is in fact the focus point of another
IIRA architectural pattern: the Gateway-mediated Edge Connectivity and
Management. It allows for localizing operations and controls (edge analytics
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and computing). Its main benefit is in breaking down the complexity of
the IIS, so that it may scale up in both numbers of managed assets and
networking. The EG acts as an endpoint for the wide-area network while
isolating the individual local networks of edge nodes. It may be used as a
management point for devices and as an aggregation hub where some data
processing and control logic is deployed.

The implementation viewpoint indeed provides some very relevant build-
ing blocks for the FAR-EDGE platform. What we see as a gap in the
IIRA approach, up to this point, is the lack of such a block for addressing
distributed computing, which is implied in the very notion of edge computing
when used as a load-distribution technique for systems that are still central-
ized in their upper tiers. A partial answer to this question is given by the
third and last IIRA architectural pattern: the Layered Databus. According
to this design, an IIS can be partitioned into multiple horizontal layers that
together define a hierarchy of scopes: machine, system, system of systems
and Internet. Within each layer, components communicate with each other in
a peer-to-peer (P2P) fashion, supported by a layer-specific databus. A databus
is a logical connected space that implements a common data model, allowing
interoperable communications between endpoints at that layer. For instance,
a databus can be deployed within a smart machine to connect its internal
sensors, actuators, controls and analytics. At the system level, another databus
can be used for communications between different machines. At the system
of systems level, still another databus can connect together a series of systems
for coordinated control, monitoring and analysis.

In FAR-EDGE, the concept of cross-node P2P communication is going
to play a key role as the enabling technology for edge computing in the three
functional domains of interest: control, operations and information.

3.3.4 OpenFog RA

The OpenFog Consortium? is a public—private initiative, which was born in
2015 and shares similarities to the IIC: both consortia share big players like
IBM, Microsoft, Intel and Cisco as their founding members and both use the
ISO/IEC/IEEE 42010:2011 international standard® for communicating archi-
tecture descriptions to stakeholders. However, the OpenFog initiative is not
constrained to any specific sector: it is a technology-oriented ecosystem that
fosters the adoption of fog computing in order to solve the bandwidth, latency

>https://www.openfogconsortium.org/
Shttps://www.iso.org/standard/50508.html
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and communications challenges of IoT, Al, robotics and other advanced
concepts in the digitized world. Fog computing is a term first introduced
by Cisco, and is basically a synonym for edge computing’: both refer to the
practice of moving computing and/or storage services towards the edge nodes
of a networked system.

The OpenFog RA was first released at the beginning of 2017, and as
such it is the most recent contribution to the mainstream world of IoT-related
architectures. The technical paper that describes it® is quite rich in content.
Asin [IRA, viewpoints are used to frame similar concerns, which in OpenFog
RA are restricted to functional and deployment (the latter being roughly
equivalent of IIRA’s implementation viewpoint). However, these topics are
not discussed in much detail. In particular, the functional viewpoint is nothing
more than a placeholder, for example, use cases (one of them provided as
an annex to the document), while the deployment viewpoint just skims the
surface, introducing the concept of multi-tier systems. With respect to this,
however, a very interesting example is made, which shows how the OpenFog
approach to deployment is close to IIRA’s Layered Databus pattern: it is a
hierarchy of layers where nodes on the same level can interact with each
other — in what is called “east—west communication” — without the mediation
of higher-level entities. The layers themselves, although more relevant to
a smart city context, are quite consistent with the IIRA ones. The means
by which P2P communication should be implemented are not specified (no
databus, in this case).

Besides viewpoints, two additional kinds of frames are used to organize
concepts: views and perspectives. The former include aspects (i.e., node,
system and software) that have a clear positioning in the structure of a
system, and are further articulated into sub-aspects (e.g., the node view
includes security, management, network, accelerators, compute, storage, pro-
tocol abstraction and sensors/actuators); the latter are crosscutting concerns
(e.g., performance, security, etc.).

Overall, the OpenFog RA gives the impression of being an ambitious
exercise, having the main goal of creating a universal conceptual framework
that is at the same time generic, comprehensive and detailed. The mapping
of a large scale, complex and critical use case (airport visual security), as
provided in the document, is impressive, but this comes as no surprise because
that was obviously the case study on which the RA itself was fine-tuned. The
reverse path — designing a new system using OpenFog RA as the blueprint —

"The term conveys the concept of cloud computing moved at the ground level
8https://www.openfogconsortium.org/ra/
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appears to be a daunting task, in particular in industrial scenarios where a
very pragmatic approach is the norm. In FAR-EDGE, the value that we see in
OpenFog RA is — again, as it was also introduced in I[IRA — the concept of a
hierarchy of geo-scoped layers that use P2P communication internally.

3.4 FAR-EDGE Reference Architecture

The FAR-EDGE Reference Architecture is the conceptual framework that
has driven the design and the implementation of the FAR-EDGE Platform.
As an RA, its first goal is communication: providing a terse representation of
concepts, roles, structure and behaviour of the system under analysis both
internally for the benefit of team members and externally for the sake of
dissemination and ecosystem-building. There is a second goal, too, which
is reuse: exploiting best practices and lessons learned in similar contexts by
the global community of system architects.

The FAR-EDGE RA is described from two architectural viewpoints:
the functional viewpoint and the structural viewpoint. In the sections that
follow, they are described in detail. A partial implementation viewpoint is
also provided further on, with its scope limited to the Ledger Tier. Figure 3.1
provides an overall architecture representation that includes all elements.

3.4.1 Functional Viewpoint

According to the FAR-EDGE RA, the functionality of a factory automa-
tion platform can be decomposed into three high-level Functional
Domains — Automation, Analytics and Simulation — and four Crosscutting

Automation | Analytics | Simulation

ENTERPRISE T
ECOSYSTEM Applications

Cloud Services
U )

' Ledger Services

Edge Processes

Management
Security
Digital Models

Smart Objects

Connected Devices

[ Field Abstraction & Data Routing ]

Things, People & Environments

Figure 3.1 FAR-EDGE RA overall view.
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(XC) Functions — Management, Security, Digital Models and Field Abstrac-
tion & Data Routing. To better clarify the scope of such topics, we have tried
to map them to similar IIRA concepts. However, the reader should be aware
that the overall scope of the IIRA is wider, as it aims at modelling entire
Industrial Internet Systems, while the FAR-EDGE RA is more focused and
detailed: oftentimes, concept mapping is partial or even impossible.

Functional Domains and XC Functions are orthogonal to structural Tiers
(see next section): the implementation of a given functionality may — but is
not required to — span multiple Tiers, so that in the overall architecture rep-
resentation (Figure 3.1), Functional Domains appear as vertical lanes drawn
across horizontal layers. In Figure 3.2 the relationship between Functional
Domains, their users and the factory environment is highlighted by arrows
showing the flow of data and of control.

Users ﬁ

Functional Domains

&

Automatlon@
Analytics W
Simulation &

@f « Field Systems
E

Figure 3.2 FAR-EDGE RA Functional Domains.
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3.4.1.1 Automation domain

The FAR-EDGE Automation domain includes functionalities supporting
automated control and automated configuration of physical production pro-
cesses. While the meaning of “control” in this context is straightforward,
“configuration” is worth a few additional words. Automated configuration
is the enabler of plug-and-play factory equipment — better known as plug-
and-produce — which in turn is a key technology for mass-customization,
as it allows a faster and less expensive adjustment of the production pro-
cess to cope with a very dynamic market demand. The Automation domain
requires a bidirectional monitoring/control communication channel with the
Field, typically with low bandwidth but very strict timing requirements (tight
control loop). In some advanced scenarios, Automation is controlled — to
some extent — by the results of Analytics and/or Simulation (see below for
more details on this topic).

The Automation domain partially maps to the Control domain of the
IIRA. The main difference is that Control is also responsible for decoupling
the real word from the digital world, as it includes the functionality for
Field communication, entity abstraction, modelling and asset management.
In other words, Control mediates all Field access from other domains like
Information, Operations, etc. In the FAR-EDGE RA, instead, the Automation
domain is only focused on its main role, while auxiliary concerns are dealt
with by Data Models and by Field Abstraction & Data Routing, which are
XC Functions.

3.4.1.2 Analytics domain

The FAR-EDGE Analytics domain includes functionalities for gathering and
processing Field data for a better understanding of production processes,
i.e., a factory-focused business intelligence. This typically requires a high-
bandwidth Field communication channel, as the volume of information that
needs to be transferred in a given time unit may be substantial. On the
other hand, channel latency tends to be less critical than in the Automa-
tion scenario. The Analytics domain provides intelligence to its users, but
these are not necessarily limited to humans or vertical applications (e.g., a
predictive maintenance solution): the Automation and Simulation domains,
if properly configured, can both make direct use of the outcome of data
analysis algorithms. In the case of Automation, the behaviour of a workflow
might change in response to changes detected in the controlled process, e.g., a
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process drift caused by the progressive wear of machinery or by the quality
of assembly components being lower than usual. In the case of Simulation,
data analysis can be used to update the parameters of a digital model (see the
following section).

The Analytics domain matches perfectly the Information domain of the
IIRA, except that the latter is receiving data from the Field through the
mediation of Control functionalities.

3.4.1.3 Simulation domain
The FAR-EDGE Simulation domain includes functionalities for simulating
the behaviour of physical production processes for the purpose of optimiza-
tion or of testing what/if scenarios at minimal cost and risk and without
any impact of regular shop activities. Simulation requires digital models of
plants and processes to be in-sync with the real-world objects they repre-
sent. As the real world is subject to change, models should reflect those
changes. For instance, the model of a machine assumes a given value of
electric power/energy consumption, but the actual values will diverge as
the real machine wears down. To detect this gap and correct the model
accordingly, raw data from the Field (direct) or complex analysis algorithms
(from Analytics) can be used. However, it is important to point out that model
synchronization functionality is not part of the Simulation domain, which acts
just as a consumer of the Digital Models XC Functions.

There is no mapping between the Simulation domain and any functional
domain of the IIRA: in the latter, simulation support is not considered as an
integral part of the infrastructure.

3.4.1.4 Crosscutting functions

Crosscutting Functions address, as the name suggests, common specific
concerns. Their implementation tends to be pervasive, affecting several
Functional Domains and Tiers. They are briefly listed and described here.

e Management: Low-level functions for monitoring and commissioning/
decommissioning of individual system modules, i.e., factory equipment
and IT components that expose a management interface. They partially
correspond to IIRA’s Operations functional domain, with the exclu-
sion of its more high-level functions like diagnostics, prognostics and
optimization.

e Security: Functions securing the system against the unruly behaviour
of its user and of connected systems. These include digital identity
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management and authentication, access control policy management and
enforcement, communication and data encryption. They partially cor-
respond to the Trustworthiness subset of System Characteristics from
IIRA.

e Digital Models: Functions for the management of digital models and
their synchronization with the real-world entities they represent. Digital
modes are a shared asset, as they may be used as the basis for automated
configuration, simulation and field abstraction, e.g., semantic interoper-
ability of heterogeneous field systems. They correspond to the Modeling
and Asset Management layers of IIRA’s Control functional domain.

e Field Abstraction & Data Routing: Functions that ensure the con-
nectivity of business logic (FAR-EDGE RA Functional Domains) to
the Field, abstracting away the technical details, like device discovery
and communication protocols. Data routing refers to the capability of
establishing direct producer—consumer channels on demand, optimized
for unidirectional massive data streaming, e.g., for feeding Analytics.
They correspond to the Communication and Entity Abstraction layers of
IIRA’s Control functional domain.

3.4.2 Structural Viewpoint

The FAR-EDGE RA uses two classes of concepts for describing the structure
of a system: Scopes and Tiers.

Scopes are very simple and straightforward: they define a coarse mapping
of system elements to either the factory — Plant Scope — or the broader
world of corporate IT — Enterprise Ecosystem Scope. Examples of elements
in Plant Scope are machinery, field devices, workstations, SCADA and MES
systems, and any software running in the factory data centre. To the Enterprise
Ecosystem Scope belong ERP and PLM systems and any application or
service shared across multiple factories or even companies, e.g., supply chain
members.

Tiers are a more detailed and technically oriented classification of deploy-
ment concerns: they can be easily mapped to scopes, but they provide more
insight into the relationship between system components. Not surprisingly,
FAR-EDGE being inspired by edge and distributed computing paradigms,
this kind of classification is quite similar to the OpenFog RA’s deployment
viewpoint, except for the fact that FAR-EDGE Tiers are industry-oriented
whereas OpenFog ones are not. That said, FAR-EDGE Tiers are one of the
most innovative traits of its RA, and they are individually described here.
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3.4.2.1 Field Tier

The Field Tier (see Figure 3.3) is the bottom layer of the FAR-EDGE RA
and is populated by Edge Nodes (EN): any kind of device that is connected
to the digital world on one side and to the real world to the other. ENs can
have embedded intelligence (e.g., a smart machine) or not (e.g., an [oT sensor
or actuator); the FAR-EDGE RA honours this difference: Smart Objects are
ENs with on-board computing capabilities, and Connected Devices are those
without. The Smart Object is where local control logic runs: it is a semi-
autonomous entity that does not need to interact too frequently with the upper
layers of the system.

The Field is also populated by entities of the real world, i.e., those
physical elements of production processes that are not directly connected
to the network, and as such are not considered as ENs: Things, People and
Environments. These are represented in the digital world by some kind of
EN “wrapper”. For instance, room temperature (Environment) is measured
by an IoT sensor (Connected Device), the proximity of a worker (People) to a
physical checkpoint location is published by an RFID wearable and detected
by an RFID Gate (Connected Device) and a conveyor belt (Thing) is operated
by a PLC (Smart Object).

Gateway / Ledger Tiers
DIGITAL WORLD

Field Tier

LAN (Shopfloor)

i EDGE NODES:
% Smart Objects

EDGE NODES:
Connected Devices (lloT)

REALWORLD:
Things, People
& Environments

Figure 3.3 FAR-EDGE RA Field Tier.
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The Field Tier is in Plant Scope. Individual ENs are connected to the
digital world in the upper Tiers either directly by means of the shopfloor’s
LAN, or indirectly through some special-purpose local network (e.g., WSN)
that is bridged to the former.

From the RAMI 4.0 perspective, the FAR-EDGE Field Tier corresponds
to the Field Device and Control Device levels on the Hierarchy
axis (IEC-62264/IEC-61512), while the entities there contained are
positioned across the Asset and Integration Layers.

3.4.2.2 Gateway Tier

The Gateway Tier (see Figure 3.4) is the core of the FAR-EDGE RA. It hosts
those parts of Functional Domains and XC Functions that can leverage the
edge computing model, i.e., software designed to run on multiple, distributed
computing nodes placed close to the field, which may include resource-
constrained nodes. The Gateway Tier is populated by Edge Gateways (EG):
computing devices that act as a digital world gateway to the real world
of the Field. These machines are typically more powerful than the aver-
age intelligent EN (e.g., blade servers) and are connected to a fast LAN.
Strategically positioned close to physical systems, the EG can execute Edge

Ledger / Cloud Tiers ‘ ’

Gateway Tier

LAN (Factory)

LOCALLY-SCOPED DIGITAL WORLD

EDGE GATEWAYS:
Edge Processes

[ V LAN (Shopfloor) V ]

REALWORLD
Field Tier

Figure 3.4 FAR-EDGE RA Gateway Tier.
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Processes: time- and bandwidth-critical functionality having local scope. For
instance, the orchestration of a complex physical process that is monitored
and operated by a number of sensors, actuators (Connected Devices) and
embedded controllers (Smart Objects); or the real-time analysis of a huge
volume of live data that is streamed from a nearby Field source.

By itself, the Gateway Tier does not introduce anything new: deploying
computing power and data storage in close proximity to where it is actually
used is a standard best practice in the industry, which helps reduce network
latency and traffic. However, this technique basically requires that the scope
of individual subsystems is narrow (e.g., a single work station). If instead
the critical functionality applies to a wider scenario (e.g., an entire plant or
enterprise), it must be either deployed at a higher level (e.g., the Cloud) —
thus losing all benefits of proximity — or run as multiple parallel instances,
each focused on its own narrow scope. In the latter case, new problems may
arise: keeping global variables in-sync across all local instances of a given
process, reaching a consensus among local instances on a “common truth”,
collecting aggregated results from independent copies of a data analytics
algorithm, etc. These problems are well known: the need for peer nodes of
a distributed system to mutually exchange information is recognized by the
OpenFog RA. The innovative approach in FAR-EDGE is to define a specific
system layer — the Ledger Tier — that is responsible for the implementation of
such mechanisms and to guarantee an appropriate Quality of Service level.

The Gateway Tier is in Plant Scope, located above the Field Tier and
below the Cloud Tier — in this context, we do not consider the Ledge Tier
as part of the north-south continuum, due to its very specific role of support
layer. Individual EGs are connected with each other and with the north side
of the system — i.e., the globally scoped digital world in the Cloud Tier — by
means of the factory LAN, and to the south side through the shopfloor LAN.

From the RAMI 4.0 perspective, the FAR-EDGE Gateway Tier cor-
responds to the Station and Work Centre levels on the Hierarchy
axis (IEC-62264/IEC-61512), while the EGs there contained are posi-
tioned across the Asset, Integration and Communication Layers.
Edge Processes running on EGs, however, map to the Information and
Functional Layers.

3.4.2.3 Ledger Tier
The Ledger Tier (see Figure 3.5) is a complete abstraction: it does not
correspond to any physical deployment environment, and even the entities
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Figure 3.5 FAR-EDGE RA Ledger Tier.

that it “contains” are conventional abstractions. Such entities are Ledger
Services, which implement decentralized business logic as smart contracts
executed on a Blockchain platform (see next section for an in-depth technical
analysis).

Ledger Services are transaction-oriented: each service call that needs to
modify the shared state of a system must be evaluated and approved by Peer
Nodes before taking effect. Similarly to “regular” services, Ledger Services
are implemented as executable code; however, they are not actually executed
on any specific computing node: each service call is executed in parallel by
all Peer Nodes that happen to be online at the moment, which then need
to reach a consensus on its validity. Most importantly, even the executable
code of Ledger Services can be deployed and updated online by means of a
distributed ledger transaction, just like any other state change.

Ledger Services implement the part of Functional Domains and/or XC
Functions that enable the edge computing model, through providing support
for their Edge Service counterpart. For example, the Analytics Functional
Domain may define a local analytics function (Edge Service) that must
be executed in parallel on several EGs, and also a corresponding service
call (Ledger Service) that will be invoked from the former each time new
or updated local results become available, so that all results can converge
into an aggregated dataset. In this case, aggregation logic is included in the
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Ledger Service. Another use case may come from the Automation Functional
Domain, demonstrating how the Ledger Tier can also be leveraged from
the Field: a smart machine with embedded plug-and-produce functionality
(Smart Object) can ask permission to join the system by making a service call
and then, having received green light, can dynamically deploy its own specific
Ledger Service for publishing its current state and/or receiving external
high-level commands.

The Ledger Tier lays across the Plant and the Enterprise Ecosystem
Scopes, as it can provide support to any Tier. The physical location of Peer
Nodes, which implement smart contracts and the distributed ledger, is not
defined by the FAR-EDGE RA as it depends on implementation choices. For
instance, some implementations may use EGs and even some of the more
capable ENs in the role of Peer Nodes; others may separate concerns, relying
on specialized computing nodes that are deployed on the Cloud.

From the RAMI 4.0 perspective, the FAR-EDGE Ledger Tier corre-
sponds to the Work Centre, Enterprise and Connected World lev-
els on the Hierarchy axis (IEC-62264/IEC-61512), while the Ledger
Services there contained are positioned across the Information and
Functional Layers.

3.4.2.4 Cloud Tier

The Cloud Tier (see Figure 3.6) is the top layer of the FAR-EDGE RA, and
also the simplest and more “traditional” one. It is populated by Cloud Servers
(CS): powerful computing machines, sometimes configured as clusters, that
are connected to a fast LAN internally to their hosting data centre, and
made accessible from the outside world by means of a corporate LAN or the
Internet. On CSs runs that part of the business logic of Functional Domains
and XC Functions that benefits from having the widest of scopes over
production processes, and can deal with the downside of being physically
deployed far away from them. This includes the planning, monitoring and
management of entire factories, enterprises and supply chains (e.g., MES,
ERP and SCM systems). The Cloud Tier is populated by Cloud Services and
Applications. The difference between them is straightforward: Cloud Services
implement specialized functions that are provided as individual API calls to
Applications, which instead “package” a wider set of related operations that
are relevant to some higher-level goal and often — but not necessarily — expose
an interactive human interface.
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Figure 3.6 FAR-EDGE Cloud Tier.

The Cloud Tier is in Enterprise Ecosystem scope. The “Cloud” term in
this context implies that Cloud Services and Applications are visible from all
Tiers, wherever located. It does not imply that CSs should be actually hosted
on some commercial ISP’s infrastructure. More often, in particular in large
enterprises, the Cloud Tier corresponds to one or more corporate data centres
(private cloud), ensuring that the entire system is fully under the control of its
owner.

From the RAMI 4.0 perspective, the FAR-EDGE Cloud Tier corresponds
to the Work Centre, Enterprise and Connected World levels on the
Hierarchy axis (IEC-62264/IEC-61512), while the Cloud Services and
Applications there contained are positioned across the Information,
Functional and Business Layers.

3.5 Key Enabling Technologies for Decentralization

In this section, our main concern is the use of Blockchain and smart con-
tracts as the key enabling technologies of Ledger Services (see the Ledger
Tier section above). In FAR-EDGE, the baseline Blockchain platform is an
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off-the-shelf product, which is enriched by application-specific smart contract
software. That said, there are some Blockchain-related basic issues that we
need to account for.

3.5.1 Blockchain Issues

For those familiar with the technology, the main question is: how can a
Blockchain fit industrial automation scenarios? According to conventional
wisdom, Blockchains are slow and cumbersome systems with limited scal-
ability and an aversion to data-intensive applications. Nevertheless, while
this vision has solid roots in reality, in the context of smart factories, these
shortcomings are not as relevant as it may seem. In order to substantiate this
claim, though, we first need to explain some key points of the technology.

First and foremost, the Blockchain is a log of all transactions (i.e., state
changes) executed in the system. The log, which is basically a witness of
past and current system states, is replicated and kept in-sync across multiple
nodes. All nodes are peers, so that no “master node” or “master copy” of the
log exists anywhere at any time. Internally, the log is a linear sequence of
records (i.e., blocks containing transactions) that are individually immutable
and time-stamped. The sequence itself can only be modified by appending
new records at the end. The integrity of both records and sequence is protected
by means of strong cryptographic algorithms [3]. Moreover, all records must
be approved by consensus among peers, using some sort of Byzantine Fault
Tolerance (BFT) mechanism as a guarantee that an agreement on effective
system state can always be reached, even if some peers are unavailable or
misbehaving (in good faith or for malicious purposes) [4, 5].

The process described above is all about trust: the consensus protocol
guarantees that all approved transactions conform to the business logic that
peers have agreed on, while the log provides irrefutable evidence of transac-
tions. For this to work in a zero-trust environment, where peers that do not
know (let alone trust) each other and are not subject to a higher authority,
there is yet another mechanism in place: an economic incentive that rewards
“proper” behaviour and makes the cost of cheating much higher than the
profit. Given that the whole system must be self-contained and autonomous,
such incentive is based on native digital money: a cryptocurrency. This closes
the loop: all public Blockchain networks need cryptoeconomics to make their
BFT mechanism work. For some of them (e.g., Bitcoin), the cryptocurrency
itself is the main goal of the system: transactions are only used to exchange
value between users. Other systems (e.g., Ethereum) are much more flexible,
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as we will see further on. That said, cryptocurrencies are problematic for
many reasons, including regulatory compliance, and hinder the adoption of
the Blockchain in the corporate world.

Another key point of Blockchain technology that is worth mentioning is
the problem of transaction finality. Most BFT implementations rely on forks
to resolve conflicts between peer nodes: when two incompatible opinions
on the validity of some transaction exist, the log is split into two branches,
each corresponding to one alternate vision of reality, i.e., of system state. The
other nodes of the network will then have to choose which branch is the valid
one, and will do this by appending their new blocks to the “right” branch
only. Over time, consensus will coalesce on one branch (the one having
more new blocks appended), and the losing branch will be abandoned. While
this scheme is indeed effective for achieving BFT in public networks, it has
one important consequence: there is no absolute guarantee that a committed
transaction will stay so, because it may be deemed invalid affer it is written to
the log. In other words, it may appear only on the “bad” branch of a fork and
be reverted when the conflict is resolved. Clearly enough, this behaviour of
the Blockchain is not acceptable in scenarios where a committed transaction
has side effects on other systems.

This is how first-generation Blockchains work. For all these reasons,
public Blockchains are, at least to date, extremely inefficient for common
online transaction processing (OLTP) tasks. This is most unfortunate, because
second-generation platforms like Ethereum have introduced the smart con-
tract concept. Smart contracts were initially conceived as a way for users to
define their custom business logic for transaction, i.e., making the Blockchain
“smarter” by extending or even replacing the built-in logic of the platform. It
then became clear that smart contracts, if properly leveraged, could also turn
a Blockchain into a distributed computing platform with unlimited potential.
However, distributed applications would still have to deal with the scalability,
responsiveness and transaction finality of the underlying BFT engine, which
significantly limits the range of possible use cases.

To tackle this problem, the developer community is currently treading
two separate paths: upgrading the BFT architecture on the one hand and
relax functional requirements on the other hand. The former approach is
ambitious but slow and difficult: it is followed by a third generation of
Blockchain platforms that are proposing some innovative solution, although
transaction finality still appears to be an open point nearly everywhere. The
latter is much easier: if we can assume some limited degree of trust between
parties, we can radically simplify the BFT architecture and thus remove the
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worst bottlenecks. From this reasoning, an entirely new species was born
in recent years: permissioned Blockchains. Given their simpler architec-
ture, commercial-grade permissioned Blockchains are already available today
(e.g., Hyperledger, Corda), as opposed to third-generation ones (e.g., EOS,
NEO) which are still experimental.

3.5.2 Permissioned Blockchains

Permissioned Blockchains are second-generation architectures that do not
support anonymous nodes and do not rely on cryptoeconomics. Basically,
they are meant to make the power of Blockchain and smart contracts available
to the enterprise, at least to some extent. Their BFT is still a decentralized pro-
cess executed by peer nodes; however, the process runs under the supervision
of a central authority. This means that all nodes must have a strong digital
identity (no anonymous parties) and be trusted by the authority in order to
join the system. Trust, and thus access to the Blockchain, can be revoked
at any time. The BFT protocol can then rely on some basic assumptions
and perform much faster, narrowing the distance from OLTP standards in
terms of both responsiveness and throughput. Some BFT implementation also
support final transactions, as consensus on transaction validity can be reached
in near-real-time before anything is written to the log.

The key point of permissioned Blockchains is that they are only partially
decentralized, leaving governance and administration roles in the hands of a
leading entity — be it a single organization or a consortium. This aspect is a
boon for enterprise adoption, for obvious reasons. Typically, these networks
are also much smaller than public ones, with the positive side effect of limit-
ing the inefficiency of data storage caused by massive data replication across
peer nodes. Overall, we can argue that permissioned Blockchains are a viable
compromise between the original concept and legacy OLTP systems. But
then, to what extent? Can we identify some use cases that a state-of-the-art
permissioned Blockchain can effectively support? This is exactly what the
FAR-EDGE project aims at, with the added goal of validating claims on
the field, by means of pilot applications deployed in real-world industrial
environments.

3.5.3 The FAR-EDGE Ledger Tier

The first problem that FAR-EDGE had to face was to define the performance
envelope of current Blockchain implementations, so that validation cases
could be shaped according to the sustainable workload. The idea was to set
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the benchmark for a Blockchain comfort zone in terms of a few objective
and measurable Key Performance Indicators (KPI), targeting the known weak
points of the technology:

e Transaction Average Latency (TrxAL) — The average waiting time for a
client to get confirmation of a transaction, expressed in seconds.

o Transaction Maximum Sustained Throughput (TrxMST) — The maximum
number of transactions that can be processed in a second, on average.

The benchmark was set by stress-testing, in a lab environment, actual
Blockchain platforms. These were selected after a preliminary analysis of the
permissioned Blockchains available from open source communities, using
criteria like code maturity and, most importantly, finality of transactions.
The only two platforms that passed the selection were Hyperledger Fabric
(HLF) and NEO. The stress test was then conducted using BlockBench, a
specialized testing framework [6], and a simple configuration of eight nodes
on commodity hardware.

HLF emerged from tests as the only viable platform for CPS applica-
tions, given that NEO is penalized by a significant latency (~7s.), which is
independent of workload (the expected result for a “classical” Blockchain
architecture that aggregates transactions into blocks and defines a fixed delay
for processing each block). On the contrary, HLF was able to accept a
workload of up to 160 transactions per second with relatively low latency
(0.1-1 s.). On heavier workloads, up to 1000 transactions per second, NEO
is instead the clear winner, thanks to its constant latency, while HLF’s
performance progressively degrades (>50 s.). This workload profile however,
while appealing for high-throughput scenarios (e.g., B2C payment networks),
is not compatible with basic CPS requirements. Consequently, the Blockchain
performance benchmark was set as follows:

e <=TrxAL <=1.0
o 0 <=TrxMST <= 160
This is also considered the performance envelope of the FAR-EDGE

Ledger Tier, as the HLF platform has been adopted as its baseline Blockchain
implementation.

3.5.4 Validation use Cases

Having marked some boundaries, the FAR-EDGE project then proceeded
with the identification of some pilot applications for the validation phase.
The starting point was a set of candidate use cases proposed by our potential
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users, who were eager to tackle some concrete problems and experiment with
some new ideas. The general framework of this exercise is described here.

As explained, the main objective in FAR-EDGE is to achieve flexibility in
the factory through the decentralization of production systems. The catalyst
of this transformation is the Blockchain, which — if used as a computing
platform rather than a distributed ledger — allows the virtualization of the
automation pyramid. The Blockchain provides a common virtual space where
data can be securely shared and business logic can be consistently run.
That said, users can leverage this opportunity in two ways: one easier but
somewhat limited approach, and the other more difficult and more ambitious
approach.

The easiest approach is of the brown-field type: just migrate (some of) the
factory’s centralized monitoring and control functionality to Ledger Services
on the Ledger Tier. Thanks to the Gateway Tier, legacy centralized services
can be “impersonated” on a local scale by Edge Gateways: the shopfloor
— that hardest environment to tamper with in a production facility — is left
untouched. The main advantages of this configuration are the mitigation of
performance bottlenecks (heavy network traffic is confined locally, workload
is spread across multiple computing nodes) and added resiliency (segments
of the shopfloor can still be functional when temporarily disconnected from
the main network). Flexibility is also enhanced, but on a coarse-grained scale,
modularity is achieved by grouping a number of shopfloor Edge Nodes under
the umbrella of one Edge Gateway, so that they all together become a single
“module” with some degree of self-contained intelligence and autonomy.
Advanced Industry 4.0 scenarios like plug-and-produce are out of reach.

The more ambitious approach is also a much more difficult and risky
endeavour in real-world business, being of the green-field type. It is about
delegating responsibility to Smart Objects on the shopfloor, which communi-
cate with each other through the mediation of the Ledger Tier. The business
logic in Ledger Services is of higher level with respect to the previous
scenario: more about governance and orchestration than direct control. The
Gateway Tier has a marginal role, mostly confined to Big Data analytics. In
this configuration, central bottlenecks are totally removed and the degree of
flexibility is extreme. The price to pay is that a complete overhaul of the
shopfloor of existing factories is required, replacing PLC-based automation
with intelligent machines.

In FAR-EDGE, both paths are explored with different use cases combin-
ing on automation, analytics and simulation. We here give one full example
of each type.
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The first use case follows the brown-field approach. The legacy envi-
ronment is an assembly facility for industrial vehicles. The pilot is called
mass-customization: the name refers to capability of the factory assembly
line to handle individually customized products having a high level of variety.
If implemented successfully, mass-customization can give a strategic advan-
tage to target niche markets and meet diverse customer needs in a timely
fashion. In particular, the pilot factory produces highly customized trucks.
The product specification is defined by up to 800 unique variants, and the
final assembly includes approximately 7000 manufacturing operations and
handles a very high degree of geometrical variety (axle configurations, fuel
tank positions etc.). Despite the high level of variety in the standard product,
at some production sites, 60% of the produced trucks have unique customer
adaption.

In the pilot factory, the main assembly line is sequential but feeds a
number of finishing lines that work in parallel. In particular, the wheel
alignment verification is done on the finishing assembly line and is one of
the last active checks done on trucks before they leave the plant. This opens
up an opportunity to optimize the workload. In the as-is scenario, wheel
alignment stations are statically configured to accommodate specific truck
model ranges: products must be routed to a matching station on arrival,
creating a potential bottleneck if model variety is not optimal. As part of
the configuration, a handheld nut runner tool needs to be instructed as to the
torque force to apply.

In the to-be solution, according to the FAR-EDGE architectural blueprint,
each wheel alignment station is represented at the Gateway Tier level by a
dedicated Edge Gateway box. The EG runs some simple ad-hoc automation
software that integrates the Field systems attached to the station (e.g., a
barcode reader, the smart nut runner) using standard IoT protocols like
MQTT. The EG also runs a peer node that is a member of the logical Ledger
Tier. A custom Ledger Service deployed on the Ledger Tier implements the
business logic of the use case. The instruction set for the products to be
processed is sent in JSON format to the Ledger Service, once per day, by
the central ERP-MES systems: from that point and until a new production
plan is published, the Ledger and Gateway Tiers are autonomous.

When a new truck reaches the end of the main line, it is dispatched
to the first finishing line available, achieving the desired result of product
flow optimization. Then, when it reaches the wheel alignment station, the
chassis ID is scanned by a barcode reader and a request for instructions
is sent, through the automation layer on the EG, to the Ledger Service.
The Ledger Service will retrieve the instruction set from the production
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Figure 3.7 Mass-customization use case.

plan — which is saved on the Ledger itself — by matching the chassis ID.
When the automation layer receives the instructions set, it parses the specific
configuration parameters of interest and sends them to the nut runner, which
adjusts itself. The wheel alignment operations will then proceed as usual.
A record of the actual operations performed, which may differ from those in
the instruction set, is finally set back to the Ledger and used to update the
production plan. An overall view of the use case is given in Figure 3.7.

While the product flow optimization mentioned above is the immediate
result of the pilot, there are some additional benefits to be gained either as a
by-product or as planned extensions.

First, the wheel alignment station, together with its EG box, becomes an
autonomous module that can be easily added/removed and even relocated in
a different environment. This scenario is not as far-fetched as it may seem,
because it actually comes from a business requirement: the company has a
number of production sites in different locations all over the world, each with
their own unique MES maps. The deployment of a new module with different
MES maps is currently a difficult and costly process.

Second, in the future, the truck itself may become a Smart Object that
communicates directly with the Ledger Tier. Truck—Ledger interactions will
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happen throughout the entire life cycle of the truck — from manufacturing to
operation and until decommissioning — with the Ledger maintaining a digital
twin of the truck.

The second use case follows instead the heavyweight green-field
approach. The pilot belongs to a white goods (i.e., domestic appliances)
factory. The objective of the pilot is “reshoring”, which in the FAR-EDGE
context means enabling the company to move production back from off-
shore locations, thanks to a better support for the rapid deployment of new
technologies (i.e., shopfloor Smart Objects) offered by the more advanced
domestic plants. In this particular plant, a 1 km long conveyor belt moves
pallets of finished products from the factory to a warehouse, where they are
either stocked or forwarded for immediate delivery. The factory/warehouse
conveyor is not only a physical boundary, but also an administrative one, as
the two facilities are under the responsibility of two different business units.
Moreover, once the pallet is loaded on a delivery vehicle, it comes under the
responsibility of a third party who operates the delivery business.

In the as-is scenario, the conveyor feeds 19 shipping bays, or “lanes”,
in the warehouse. Each lane is simply a dead-end conveyor segment, where
pallets are dropped in by the conveyor and retrieved by a manually operated
forklift (basically, an FIFO queue). Simple mechanical actuators do the
physical routing of the pallets, controlled by logic that runs on a central
“sorter” PLC. The sorting logic is very simple: it is based on a production
schedule that is defined once per day and on static mappings of the lanes to
product types and/or final destinations. This approach has one big problem:
production cannot be dynamically tuned to match business changes, or at
least only to a very limited extent, because the fixed dispatching scheme
downstream cannot sync with it. The problem is not only in software: the
physical layout of the system is fixed.

In the to-be solution, the shipping bays become Smart Objects that can be
plugged in and out at need (see Figure 3.8). They embed simple sensors that
detect the number of pallets currently in their local queue, and a controller
board that runs some custom automation logic and connects directly to the
Ledger Tier (i.e., without the mediation of an Edge Gateway). A custom
Ledger Service acts as a coordination hub: it is responsible for authorizing
a new “smart bay” that advertise itself to join the system (plug-and-produce)
and, once accepted, to apply the sorting logic. This is based on the current
state of the main conveyor belt, where incoming and outgoing pallets are
individually identified by an RFID tag, and on ‘“capability update” messages
that are sent by smart bays each time they undergo an internal state change
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Figure 3.8 Reshoring use case.

(e.g., number of free slots in the local queue, preference for a product
type). The production schedule is not required at all, because sorting is only
calculated on the actual state.

3.6 Conclusions

FAR-EDGE is one of the few ongoing initiatives that focus on edge com-
puting for factory automation, similarly to the IIC’s edge intelligence testbed
and EdgeX Foundry. However, the FAR-EDGE RA introduces some unique
concepts. In particular, the notion of a special logical layer, the Ledger Tier,
that is responsible for sharing process state and enforcing business rules
across the computing nodes of a distributed system, thus permitting virtual
automation and analytics processes that span multiple nodes — or, from a
bottom-up perspective, autonomous nodes that cooperate to a common goal.
This new kind of architectural layer stems from the availability of Blockchain
technology, which, while being well understood and thoroughly tested in
mission-critical areas like digital currencies, have never been applied before
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to industrial systems. FAR-EDGE aims at demonstrating how a pool of
specific Ledger Services can enable decentralized factory automation in an
effective, reliable, scalable and secure way. In this chapter, we also presented
the general framework of the industrial pilot applications that are going to be
run during the validation phase of the project.
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Global competition in the manufacturing sector is becoming fiercer and
fiercer, with fast evolving requirements that must now take much more into
account: rising product variety; product individualization; volatile markets;
increasing relevance of value networks; shortening product life cycles. To ful-
fil these increasingly complex requirements, companies have to invest on new
technological solutions and to focus the efforts on the conception of new
automation platforms that could grant to the shopfloor systems the flexibility
and re-configurability required to optimize their manufacturing processes,
whether they are continuous, discrete or a combination of both.

Daedalus is conceived to enable the full exploitation of the
CPS’ virtualized intelligence concept, through the adoption of a com-
pletely distributed automation platform based on IEC-61499 standard,
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fostering the creation of a digital ecosystem that could go beyond the cur-
rent limits of manufacturing control systems and propose an ever-growing
market of innovative solutions for the design, engineering, production and
maintenance of plants’ automation.

4.1 Introduction

European leadership and excellence in manufacturing are being significantly
threatened by the huge economic crisis that hit the Western countries over the
last years. More sustainable and efficient production systems, able to keep
pace with the market evolution, are fundamental in the recovery plan aimed
at innovating the European competitive landscape. An essential ingredient
for a winning innovation path is a more aware and widespread use of ICT in
manufacturing-related processes.

In fact, the rapid advances in ubiquitous computational power, coupled
with the opportunities of de-localizing into the Cloud parts of an ICT
framework, have the potential to give rise to a new generation of service-
based industrial automation systems, whose local intelligence (for real-time
management and orchestration of manufacturing tasks) can be dynamically
linked to runtime functionalities residing in-Cloud (an ecosystem where those
functionalities can be developed and sold). Improving the already existing
and implemented IEC-61499 standard, these new “Cyber Physical Systems”
will adopt an open and fully interoperable automation language (dissipating
the borders between the physical shop floors and the cyber-world), to enable
their seamless interaction and orchestration, while still allowing proprietary
development for their embedded mechanisms.

These CPS based on real-time distributed intelligence, enhanced by
functional extensions into the Cloud, will lead to a new information-
driven automation infrastructure, where the traditional hierarchical view
of a factory functional architecture is complemented by a direct access
to the on-board services (non-real-time) exposed by the Cyber-Physical
manufacturing system, composed in complex orchestrated behaviours. As
a consequence, the current classical approach to the Automation Pyramid
(Figure 4.1) has been recently addressed several times (Manufuture, ICT
2013 and ICT 2014 conference, etc.) and deemed by RTD experts and
industrial key players to be inadequate to cope with current manufacturing
trends and in need to evolve.
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In the European initiative Daedalus, financed under the Horizon 2020
research programme, it has been acknowledged deeply that CPS intrinsic
existence defies the concept of rigid hierarchical levels, being each CPS capa-
ble of complex functions across all layers. An updated version of the pyramid
representation is therefore adopted (Figure 4.2), where CPS are hierarchically
orchestrated in real time (within the shop floor) through the IEC-61499
automation language, to achieve complex and optimized behaviours (impos-
sible to other current technologies), while still being singularly and directly
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Figure 4.1 Classical automation pyramid representation.
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Figure 4.2 Daedalus fully accepts the concept of vertically integrated automation pyramid
introduced by the PATHFINDER [1] road-mapping initiative and further developed with the
Horizon 2020 Maya project [6].
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accessible, at runtime, by whatever elements of the Factory ICT infrastructure
that wants to leverage on their internal functionalities (and have the privileges
to do that).

This innovative approach to the way of conceiving automated intelligence
within a Factory — across the boundaries of its physically separated functional
areas thanks to the constant and bidirectional connection to the cyber world —
will be the enabler for a revolutionary paradigm shift within the market of
industrial automation. The technological platform of Daedalus will become
in fact also Economic Platform of a completely new multi-sided ecosystem,
where the creation of added-value products and services by device producers,
machine builders, systems integrators and application developers will go
beyond the current limits of manufacturing control systems and propose
an ever-growing market of innovative solutions for the design, engineering,
production and maintenance of plants’ automation (see also Chapter 13 of
this book).

4.2 Transition towards the Digital Manufacturing
Paradigm: A Need of the Market

Current worldwide landscape is seeing continuously growing value creation
from digitization, with digital technologies increasingly playing the central
role in value creation for the entire economy. More and more types of
product are seeing a progressive transition to the “digital inside” model,
where innovation is mostly related to the extension of the product-model
to the service-model, through a deeper integration of digital representations.
This means, in concrete terms, that even in very “classical” domains, the
dissipation of borders between what is a product and what are the services
that it enables is fostering a widespread “Business Model Innovation” need.

Looking at how global competition in the manufacturing sector is
becoming fiercer and fiercer, with fast evolving requirements that must now
take into account several concurrent factors, it is clear that European Manu-
facturing Companies have to focus the efforts on new automation solutions
that could grant to the shop floor systems the flexibility and reconfigurability
required to optimize their manufacturing processes (Figure 4.3).

To realize such a vision, current technological constraints must be
surpassed through research and development activities focusing on the
following topics:

e interoperability of data/information (versus compatibility) and
robustness;
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Evolving requirements of the Needs of new automation solutions
manufacturing sectors: to enable:
* Rising product variety * Flexibility and re-configurability
* Increasing relevance of value * Increased production

networks performance
* Shortening product life cycles * Reduced energy consumption
* Quick variation of demand * Better environmental footprint

* Request for high quality and
customized products

Figure 4.3 The industrial “needs” for a transition towards a digital manufacturing paradigm.

e integration of different temporal-decision scale data (real-time, near-
time, anytime) and multiple data sources;

e integration of the real and the virtual data-information towards a pre-
dictive model for manufacturing; real-time data collection, analysis,
decision, enforcement;

e optimization in complex system of systems infrastructures;

e seamless data integration across the process value chain;

e standardization and interoperability of manufacturing assets compo-
nents, subsystems and services.

Within this context, the future of Europe’s industry must be digital,
as clearly highlighted by Commissioner Oettinger EU-wide strategy [2] to
“ensure that all industrial sectors make the best use of new technologies
and manage their transition towards higher value digitised products and
processes” through the “Leadership in next generation open and interoper-
able digital platforms”, opening incredible opportunities for high growth of
vertical markets, especially for currently “non-digital” industries (Figure 4.4).

The core motivation for Daedalus was therefore born by the awareness
that purely technological advancements in themselves are not enough to sat-
isfy the need of innovation of the industrial automation market. New method-
ologies for the sector’s main stakeholders to solve the new manufacturing
needs of end-users must be conceived and supported by the creation of a
technological and economic ecosystem built on top of a multi-sided platform.

In developing this concept, Daedalus takes into account a certain number
of fundamental “non-functional” requirements:

e CPS-like interoperable devices must be “released” on the market
together with their digital counterpart, both in terms of behavioural
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Figure 44 Commissioner Oettinger agenda for digitalizing manufacturing in Europe.

models and with the software “apps” that allows their simple integration
and orchestration in complex system-of-systems architectures;

e The development of coordination (orchestration) intelligence by system
integrators, machine builders or plant integrators (more in general, by
aggregators of CPS) should rely on existing libraries of basic functions,
developed and provided in an easy-to-access way by experts of specific
algorithmic domains;

e Systemic performance improvement at automation level should rely on
well-maintained SDKs that mask the complexity of behind-the-scenes
optimization approaches;

e [arge-scale adoption of simulation as a tool to accelerate development
and deployment of complex automation solutions should be obtained by
shifting the implementation effort of models to device/system producers;

This translates into an explicit involvement of all main stakeholders of the
automation development domain, brought together in a multi-sided market.
Such “Automation Ecosystem” must rely on a technological platform that,
leveraging on standardization and interoperability, can mask the complexity
of interconnecting these Complementors.
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4.3 Reasons for a New Engineering Paradigm
in Automation

The core conceptual idea launched at European level by the German “Indus-
trie 4.0” initiative is that embedding intelligence into computational systems
distributed throughout the factory should enable vertical networking with
business process at management level, and horizontal connection among
dispersed value networks.

The RAMI 4.0 framework has been therefore developed to highlight
this new degree of integration between different aspects of the manufac-
turing domain, which does not exist only within the usual hierarchy of
automation (functional layers) but also across life cycle and aggregation lev-
els (Figure 4.5). The core issue (tackled by Daedalus), which is not apparent
enough in this framework, is that the evolution of the Hierarchy Levels, those
that characterize the progressive aggregation of physical systems into more
complex one, is currently limited by a technological gap between the shop
floor and the office floor automation.

In fact, two specific limits hinder the transition towards the next step of
the shop floor automation:
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Figure 4.5 RAMI 4.0 framework to support vertical and horizontal integration between
different functional elements of the factory of the future.
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e Current PLC technology, which dominates the deployment of industrial
automation applications, is a legacy of the 1980s, unsuited for sustaining
complex “system of intelligent systems” functional architectures;

e Automation languages of the IEC-61131 standard, basis of the afore-
mentioned PLCs, are antiquated from a software engineering point of
view; additionally, they have been implemented by each vendor through
specific “dialects” that prevent real interoperability.

In technological terms, this has a very specific impact: while products of
the automation domain are still completely based on an engineering approach
built over the concept of a time cycle (and, consequently, its programming
languages), the ICT domain has been working for decades through object
orientation and, most importantly, event-based programming. Trying to bring
together these two worlds, to guarantee the new levels of integration envi-
sioned by Industry 4.0, is going to be practically impossible if nothing
changes in the way industrial automation is conceived and then deployed.

During the last 20 years, the standardization and research efforts related to
control software for industrial automation was focused on improving quality
and reliability while reducing development time. As explained previously,
distributed automation is considered the needed innovation step; however,
the current automation paradigm, based on the use of programmable logic
controllers (PLC), according to the IEC 61131-3 standard, is not suitable for
distributed systems, as it was conceived for centralized ones. This device-
centric and monolithic engineering approach is not well apt for regular
changes of the executed control applications, while the multiple engineering
tools required for adapting them greatly increases the engineering time,
because the majority of vendors implements specific extensions or only
partial support of IEC 61131-3.

The IEC took this into account for the development of the IEC 61499
architecture in order to support such new features of next-generation
industrial automation systems as distribution and reconfiguration [3], offer-
ing modern platform-independent approach to system design, similar to the
Model-Driven Architecture [4]. The MDA approach has greatly improved
flexibility and efficiency of the development process for embedded systems
[5] on account of re-using elements of the solutions, described in high-level
languages. We can expect similar benefits from IEC 61499 for industrial
automation that MDA brought to software engineering and embedded system
development.

The solution is therefore to propose a technological foundation to CPS
that could be used to overstep these constraints and consequently enable
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Figure 4.6 Qualitative representation of the functional model for an automation CPS based
on [EC-61499 technologies; concept of “CPS-izer”.

the additional functionalities needed by the Automation Digital Platform
envisioned by the project. By exploiting the already existing features of
the IEC-61499 international standard for distributed automation, the idea
is to propose a functional model for CPS that blends coherently real-time
coordination of its automation tasks with the “anytime” provision of services
to other elements of the automation pyramid (Figure 4.6).

This extension of the IEC-61499 functionalities adopts the openness and
interoperability of implementation that the standard proposes, guaranteeing
that CPS developed independently will be able to communicate and be
orchestrated. But it is not just a matter of interoperable communication
between CPS at shop floor level; transition towards an effective digitalization
requires other composing elements:

e The real-time automation logic of a CPS must be programmed under an
object-oriented paradigm and taking into account the transition from the
time-based approach of the low-level control and the event-based needs
of a service-oriented paradigm;

e The controller of a CPS must also contain a high-level semantic descrip-
tion of the behavioural models of the system it governs, mapping the
automation tasks on top of it; this is needed to allow external modules
(in the digital domain) to be capable of reading the raw data generated
at shop floor level with the appropriate level of semantic context;
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Figure 4.7 The need for local cognitive functionalities is due to the requirements of Big
Data elaboration.

e A certain degree of cognitive functionalities must be programmed
directly within the CPS, to guarantee that elaboration and modelling of
data is done near to the sources of such data (Figure 4.7);

Finally, the “exposition” of services to the digital domain must be
conceived by the automation engineer coherently and concurrently to the
design of the internal automation tasks, enabling a secure interaction
between internal (real-time) automation tasks and “external” requests for
asynchronous functionalities.

This notwithstanding, the project understands and accepts the need of
CPS vendors (developers) to protect their IP and/or continue using proprietary
engineering technologies: the proposed approach supports different levels
of “protection” to the inner working mechanism of a system, from a fully
IEC61499-compliant but closed (= not accessible by users) implementation,
to the “wrapping” of legacy PLCs.

Figure 4.8 therefore shows how the concept of an IEC-61499 CPS (net-
worked in real time with similar systems, compliant with the standard) is only
an enabler for a much more complex shopfloor automation, where horizontal
integration with other platforms (eventually still in real time) is guaranteed by
support to an extensive set of communication protocols and middleware (such
as OPC-UA and DDS), while vertical integration through a service-oriented
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Figure 4.8 Framing of an IEC-61499 CPS within a complex shopfloor.

approach enables the extension of automation functionalities into the digital
domain, where the concept of an APP store can greatly facilitate diffusion at
market level of this approach.

4.3.1 Distribution of Intelligence is Useless without Appropriate
Orchestration Mechanisms

Providing automation devices as IEC61499-compliant CPS is just the enabler
for the cornerstone of the project. In fact, the real complexity of future shop
floors (and, thus, the opportunities for new manufacturing paradigms) resides
in the possibility to develop easily the multi-level orchestration intelligence
needed to coordinate the behaviour of all the CPS composing a shop floor.

In fact, the paradigm of decentralization of computing power into smaller
devices cannot be deployed only by solving issues about communication
about them. Previous attempts to bring the concepts of service orientation
into the automation domain has failed when facing the “servers-only issue”:
even if an intelligent systems is programmed to “expose” its functionalities
as services to be invoked (a “server”, using the vocabulary of SoA), the
moment we have several of these servers, the problem that remains is who
is going to coordinate those services in an orchestrated way (the “client”)
and, most importantly, in which programming language should such a client
be designed.

The adoption of IEC-61499 presents automatically the solution to this
issue, with an industry-ready approach (validated in several production
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Figure 4.9 Hierarchical aggregation of CPS orchestrated to behave coherently.

environments) that already satisfies the major needs for engineering complex
orchestrating applications: interoperability between devices, real-time com-
munication between distributed systems, hardware abstraction, automatic
management of low-level variable binding between CPS, a modern develop-
ment language (and environment), etc. This set of functionalities just needs to
be “completed” with additional ones that will make it the undisputed standard
at European level.

Figure 4.9 therefore shows how a real “hierarchy” of CPS can be imag-
ined in the shop floor of future factories, where the physical aggregation of
equipment and devices to generate more complex systems (typical of the
mechatronic approach) must be equally supported by a progressive orches-
tration of their behaviour, accepting the so-called “Automation Object Orien-
tation” (A-OOQ, see also Section 4.5 for details) and taking into account that
each subsystem may exist with its own controller and internally developed
control logics.

The strength of this approach, that is already supported in all its basic
and fundamental functionalities by the IEC-61499 standard and programming
language, is highlighted in Figure 4.10.

A single CPS, independently from being a basic one or obtained through
aggregation of others, can be seen internally (from the perspective of the
developer of that CPS) as an intelligent system, which must be programmed
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(eventually in proprietary technologies) to exhibit a certain behaviour and
expose it over an IEC-61499 interface. On the other hand, seen from outside,
the CPS will be a “black box” guaranteeing certain functionalities. This
simplifies greatly both the activities of re-configurability and upgrade, and
the progressive hiding of maintenance-related details.

Thanks to this unique and innovative approach, new automation systems
will be capable of providing simple-to-deploy aggregation of already existing
CPS, each one with its own on-board intelligence, to compose articulated
“Systems of Cyber-Physical Systems” that, for the final user, will be nothing
more than “bigger” CPS, exhibiting concerted behaviours that will mask
their internal working mechanisms based on the design decision of the CPS
provider.

The adoption of IEC-61499 provides also another opportunity, which is
enabled by its natural object orientation (not only at software level but also
in dealing with hardware topology through an appropriate abstraction layer):
highly increase re-usability of code and applications.

Figure 4.11 shows how the development and IP generation value chain
would be applied in the case of high code re-usability enabled by the usage
of IEC-61499, where software components of increasing complexity (and
aggregation of functionalities) would be progressively employed by differ-
ent users of the automation domain (further explored in Chapter 13 in its
large-scale consequences on the market).
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Figure 4.11 1EC-61499 CPS Development, the IP Value-Add Chain.

4.3.2 Defiance of Rigid Hierarchical Levels towards the Full
Virtualization of the Automation Pyramid

While the design of orchestrating intelligence supported by IEC-61499
allows the conception of complex aggregated system of systems with
advanced behaviour, the CPS functional model (at multiple levels) and the
corresponding direct access to non-real-time “services” enables the complete
restructuring of the concepts of a factory automation pyramid.

New levels of vertical and horizontal integration can be envisioned thanks
to the peculiar service-oriented approach proposed by Daedalus. In fact,
current MES and ERP can extend their scopes of application towards the
shop-floor by being capable of directly accessing the information flows and
elaboration functionalities of the automation CPS; moreover, non-real-time
and bidirectional exchange of information can exist between devices even if
they are not explicitly orchestrated, such as among products and manufac-
turing equipment, or between systems of different departments (across the
production value chain).

Figure 4.12 proposes a different vision of the factory, extending the point
of view outside of the shopfloor and into the so-called “digital” domain,
where all the ICT tools of a company exists, from the MES up to the ERP.
Hiding temporarily the hierarchy of CPS at shopfloor level shown before
(for ease of readability), the picture shows how each IEC-61499 CPS of
Daedalus, based on the functional model of Figure 4.6, can connect directly
and independently from the other to any “digital module” allowed to do that
from a security perspective. This means in practice that:
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e Asynchronous connections can be established and maintained between
a specific CPS and whatever ICT module has the privileges to do
so, for instance, for extensive data gathering with semantic descrip-
tion attached; the level of access (within the shopfloor hierarchy of
aggregation) is limited only by the granularity enabled by automation
developers;

e Each CPS can be programmed to “expose” only the connections
and functionalities that its automation developer deems appropriate,
increasing at design level the security of the overall connection (apart
from specific cyber-security mechanisms);

e Real-time automation functionalities governing the behaviour of the
system can be “augmented” by asynchronous access to digital modules
conceived to offer specific tools to the automation developer, exploit-
ing, for instance, the higher computational power of a local or cloud
server.

As an explicit consequence, the “Industrie 4.0”-envisioned bridging
between the execution of the lowest-level manufacturing operations on the
shop floor and the highest-level decision making of the top management of a
factory is automatically obtained.
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4.4 IEC-61499 Approach to Cyber-Physical Systems
4.4.1 IEC-61499 runtime

Based on an overall vision of CPS introduced in Daedalus (see Figure 4.13),
an IEC61499 runtime enables the 61499-execution model running on a given
OS and hardware platform, for example, the Linux Debian OS running on
an ARM cortex platform. The runtime includes an event scheduler module
responsible for scheduling the execution of algorithms; a resource manage-
ment module to handle the creation, deletion, and life cycles of managed
function blocks in a deployed application and modules to provide timer,
memory, logging, 10 access and communication services. The combination
of hardware, OS services and the IEC 61499 runtime are collectively known
as a device in the 61499 context, and a generic architecture for such a device
is illustrated in Figure 4.14.

A control application is developed using an IEC-61499 compliant
Engineering tool and then deployed to the device where, when necessary,
it utilizes different communication protocols and OS services to interact with
other CPS and the physical world (e.g., IO access). The IEC 61499 runtime
can be extended to support different communication stacks, field buses and
OS service and they are to be encapsulated as SIFB function blocks where
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Figure 4.13  Qualitative functional model of an automation CPS based on IEC-61499.
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Figure 4.14 IEC 61499 runtime architecture.

the control application can access their services by making event and data
connections to them. In this way, the application designer does not require
any knowledge about the technical details how the communication will be
established. For the platform to be widely applicable, it also needs the ability
to communicate with other wireless CPS devices (see Section 4.5).

To enable faster, easier and less error-prone configuration of a network
of CPSs in a dynamic changeable network topology, in Daedalus, auto-
discovery and self-declaration have been added to the IEC61499 Runtime.
To allow this, each device must be capable of creating semantic description of
its own interface and functional automation capabilities, making its existence
on the network (presence) known to other devices by advertising its entrance
and leaving of the network and make necessary exchange of information in
standardized, unambiguous syntax and semantics.

The first step is to develop a semantic meta-model for describing the
functionalities provided by the CPS. The model must describe the physi-
cal interface of the device (parameters) and logical interface to access the
automation capabilities it provides. Once the model has been automati-
cally created, it can be exchanged with other CPS in predefined, extensible
.xml format.

For the CPS to easily adapt to the dynamic network topology (imagine
wireless CPS devices on a mobile platform), where CPS or SoA entities may
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join and leave local network at will, the auto-discovery must be based on a
zero-configuration (zeroconf) technology, where there is no need to manually
reconfigure the network layout or a need for a centralized DNS server, where
it becomes a single point of failure. A CPS device participating in a zeroconf
network will be automatically assigned with address and hostnames, making
low-level network communication possible immediately after a device joins
a network. Multicast DNS, a subset of the zeroconf technology, will further
allow CPS to subscribe and be automatically notified of changes to the layout
of the network.

To support the exchange of semantic information used for identification of
other CPS’s capabilities in the network, a new communication protocol based
on XMPP has been chosen to be included in the IEC 61499 runtime. XMPP
is chosen to leverage on mature standards that will encourage a broader
acceptance of the solution implemented as well as its intrinsic nature of being
extensible via its XEP protocol.

4.4.2 Functional Interfaces

4.4.2.1 IEC-61499 interface

The IEC-61499 interface enables the CPS to connect to a network of IEC-
61499-based controllers leveraging a communication profile compliant with
the IEC-61499 standard and enabling, as a consequence, a unified and
globally recognized communication means with a network of automation
devices.

This interface is mainly dedicated to the exchange of real-time data
among the CPSs participating to the same IEC-61499 distributed control
application, but it is also exploited by other systems to interact with a CPS to
accomplish to specific tasks, as for example:

e to configure the IEC-61499 runtime;
e to deploy the IEC-61499 code in the CPS;
e to monitor and debug the IEC-61499 control application.

The IEC-61499 interface is also the interface that is going to host a strong
real-time synchronization mechanisms.

From a hardware perspective, the IEC-61499 interface can be imple-
mented both as a wired Ethernet interface, allowing wired and strong reliable
connections, and as a wireless interface, providing flexibility in the imple-
mentation of a communication network. It is relevant to highlight, however,
that the wireless connectivity will pose some limits in the performance
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that can be expected for the coordination of the distributed CPS in that
network.

4.4.2.2 Wireless interface

The Wireless interface of DAEDALUS’ CPS is mainly dedicated to the
interfacing with remote devices based on dedicated communication proto-
cols, for application-specific tasks. When the considered task follows in the
context of connectivity among IEC-61499 nodes, this interface can partially
overlap in terms of functionalities the IEC-61499 interface (in the wireless
version). However, while the IEC-61499 interface is designed to be a general
communication interface for cooperation of distributed control devices over
an [P-based network, the Wireless interface is specialized to support specific
communication links. Some examples of specific communication channels
for which the Wireless interface would be appropriate are:

e Point-to-point bus communication over a specific wireless technology
(different from 802.11a,b,g,n) between two CPSs to support IEC-61499
connectivity;

e Connection to remote device for mono-/bi-directional exchange of data,
for example:

o to a remote I/O module;
o to a DAEDALUS CPS behaving as a supervisor node;
o to a third-party technology gateway.

To enable an effective approach, which can make easier to extend in future
this to support additional wireless communication technologies, this interface
is structured on a dual layer:

e a hardware abstraction layer, which provides the mechanisms to leverage
the Wireless interface within an IEC-61499 application, and that hides
the details of the communication technology adopted underneath;

¢ a technology-specific driver, which is leveraged by the abstraction layer
to map the expected functionalities over the specific features offered by
the selected communication protocol.

4.4.2.3 Wrapping interface

The Wrapping interface constitutes the enabler for an IEC-61499-based
controller to operate as a CPS-izer. This interface has to enable the com-
munication with a “legacy” controller through a communication channel not
based on the IEC-61499 protocol.
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While from the communication protocol perspective, we can foresee
different implementations of this interface based on the specific protocol
adopted by the CPS to connect to a non-IEC61499-based controller. The
main characteristic of this interface is to present a well-defined mechanism
to enable interaction with third-party control applications.

Through this interface, it will be possible to enable the cooperation
between the event-based approach of a DAEDALUS’ CPS with the scan-
based mechanism adopted by classic controllers. This enables us to consider
the CPS as a wrapper that extends the capabilities of the legacy controller
with the IEC-61499 features.

4.4.2.4 Service-oriented interface

The service-oriented interface of a DAEDALUS CPS is fully integrated in
the IEC 61499 runtime platform and conceived to enable a dynamic inter-
action among the CPSs and between the CPSs and the higher automation
layers. By means of that interface, a CPS will be able to connect to other
systems at the shop floor or at the supervisory/management levels for acqui-
sition of data reflecting the current state of the manufacturing process and
therefore extending its perceiving capabilities over the limits of its directly
connected sensors.

The service-oriented interface enables a unified methodology of interac-
tion among the intelligent units of the manufacturing plant and, at the same
time, the possibility for an orchestrating unit at supervisory/management
level to interact directly with the network of cyber-devices and coordinate
their action, without requiring compliancy with the IEC 61499.

A CPS exposes through its service-oriented interface a set of function-
alities that are exploited by an orchestrating intelligence to reconstruct a
better understanding of the actual condition of the manufacturing process
and of the CPS’ behaviour and to elaborate more accurate and effective
coordination plans, which are then used to instruct appropriately the single
automation units.

The service-oriented interface provides a flexible communication mech-
anism that does not require the specification of all the nodes involved in the
communication at design stage, hence making the application easy to scale.

The specification of the service-oriented interface defines (among
other aspects):

e The architectural mechanism to integrate the service-oriented interface
within an IEC-61499 runtime;
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e The protocols supported by the initial implementation of the
DAEDALUS platform;
e The set of services implemented as a first prototype of the interface.

4.4.2.5 Fieldbus interface(s)

To enable a DAEDALUS CPS to be applicable to different application sce-
narios, the CPS should support connectivity toward other automation devices
through common fieldbus technologies.

The fieldbus interface(s) can be of different types and the specific imple-
mentation will depend on the types of technologies, for which the appropriate
driver will be available/implemented, and the application requirements.

The general goal of this interface is to provide I/O communication with
other automation devices. Some of the common fieldbus technologies that are
planned to be supported are EtherCAT and Modbus TCP/IP.

4.4.2.6 Local I/O interface
The Local I/O interface represents a specific interfacing mechanism toward
the I/0 modules locally installed in the same HW platform of the CPS.

From a functional point of view, this interface is similar to the Fieldbus
interface, but it is specialized to enable the exploitation of the resources char-
acterizing a specific implementation of DAEDALUS CPS: those resources
can leverage custom/proprietary communication mechanisms, instead of
common standards.

4.5 The “CPS-izer”, a Transitional Path towards Full
Adoption of IEC-61499

The technological concept is that of a CPS-izer: a small-footprint (and
costs) controller, based on the IEC-61499 technologies of Daedalus, is also
capable of interfacing with usual PLCs through standard communication
buses (Figure 4.15). This could provide a path for transition towards digital
automation to two major families of users:

e End-users will have access to a product that can be easily installed on
existing machines and manufacturing systems and, with a limited engi-
neering effort, used to upgrade their plants prolonging functional life;

e Other developers of automation platforms compliant with IEC-61131
will have a temporary solution to make their systems at least partially
coherent with the new IEC-61499 standard.



124 IEC-61499 Distributed Automation for the Next Generation

Cyber-Physical System based on IEC-61499 Legacy Industrial Network
utilizing distributed “Event-based” PLCs utilizing centralized “Scan-based” PLCs
B A _ A
e il TN HMI
CPS-izer Data Mapping Table CPS-izer Legacy Valve Manifold  Modular 10

--------- DataType |Value Y Configuration Suite ||

Operato
¥ ' Controller 0
g m :
Distan

Motion
Controller

Vg \L Drive

Tﬂﬁi

Figure 4.15 1EC 61499 CPS-izer.

Finally, the object-oriented approach that the standard adopts will not
be limited a priori to automation algorithms only, but it can be extended to
further “dimensions of existence” of the system, guaranteeing two important
added values. Behavioural models of CPS (needed for several purposes,
such as simulation) will become explicit elements of the device virtual
representation (avatar), enabling seamless (= transparent to the end-user)
connectivity between the device deployed on field and its models memorized
in-Cloud. In addition, synchronization and co-simulation in near-real-time
will be automatically achieved as already part of the functional IEC-61499
architecture, with the event-based nature of the standard perfectly suited to
deal with the management of Big Data coming from the field.

The CPS-izer follows the same common requirements like for an IEC-
61499 Controller device, but deviations of the implementation of the common
requirements for the CPS-izer in comparison to an IEC-61499 Controller
device are possible. Besides these common requirements, there are other
requirements and constraints defined for the CPS-izer. First of all, the
CPS-izer needs to provide support for legacy industrial networks.

Legacy industrial networks are characterized by means of their physical
and data link layers (e.g., Serial, CAN, Ethernet) and the transport layers up
to the application layers depending on the implemented technologies (e.g.,
Modbus/RTU, PROFIBUS, CANopen, PROFINET).
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The CPS-izer supports these legacy industrial networks by means of
the adaptation of an interface, which could be implemented by hardware,
software or IP-core. The preferred solution for the CPS-izer in Daedalus is
the HMS Anybus® (see https://www.anybus.com/products/embedded-index)
embedded product family of various industrial interfaces. The CPS-izer only
implements a slave/server/device in terms of the applied industrial network-
ing technology. As a restriction, here the CPS-izer cannot be used as a
master/client/controller in any industrial network.

One constraint of this device is that it will only support connectivity to
legacy industrial networks but no IO data as signals, neither discrete nor ana-
logue. As for an example, other IO modules connected in the legacy industrial
network controlled by a PLC in that system can be used if additional 1O sig-
nals are needed. Also, no support for 10 data like in industrial sensor/actuator
system (e.g., AS-Interface, IO-Link) will be provided. Those systems would
require a master to be implemented, which is out of scope for the realization
of the CPS-izer. If 10 data from such systems need to be exchanged with
CPS, this shall be realized by using an appropriate master in the legacy
industrial network controlled by a PLC in that system. The CPS-izer may
have limited resources for IEC 61499 functionalities compared to the IEC
61499 Controller when it comes to the implementation of the runtime system.
It must of course implement function block(s) and driver(s)/interface(s) to
handle the data transfer to the legacy industrial network connected.

The CPS-izer will map input data and output data between CPS and
legacy industrial networks. For this, the CPS-izer will implement some kind
of a shared memory (in either physical or logical way) to exchange data. The
data mapped to this area will be consistent in common for all inputs and
outputs mapped with the legacy industrial network. It may be consistent to a
finer granularity depending on the types of devices connected.

Since all legacy industrial networks share the same implementation
approach of mapping data, this will be the lowest common denominator of
all such systems. So, the CPS-izer will follow this philosophy. Some — but
not all — legacy industrial networks provide events like alarms or diagnostic
messages. That implementation is always specific to the industrial network,
but no generic solution will be available for this. So, the CPS-izer will not
support events of the legacy industrial networks.

The configuration of the available input and output data in CPS-izer will
be specific to the legacy industrial network it is connected to. The tools and
methods typically for such networks are applied. The PLC in that system is
responsible to get the input data from CPS-izer and write them to the outputs
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of the devices. On the other hand, it will collect the inputs from the devices
and put them into the output data of the CPS-izer. The processing of output
and input data in the PLC will follow the common approach for a scan cycle
as it is implemented in automation industries since decades: read inputs —
execute process data — write outputs.

In terms of such PLC systems, the CPS-izer will put output data from
the legacy industrial network to the CPS, which is seen there as input. It will
get output data from the CPS, which is seen as input in the legacy industrial
network. For the CPS-izer, the execution of the process data in the PLC is
just a copy function to copy data from the process image input to the process
image output.

Some legacy industrial networks like EtherCAT or PROFINET provide
real-time capabilities to transport IO data in the ms or even s range of cycle
times. This real-time behaviour will not be made transparent to the CPS.
The CPS-izer will only guarantee data consistency between CPS and legacy
industrial network related to the cycle time running in that network, but it
cannot guarantee real-time transport between both systems.

The CPS-izer should be realized in a small industrial-approved plastic
housing, which could be easily mounted at a machine or in a cabinet using
DIN-rail mechanics. It should require a single 24 V power supply as used
in standard industrial automation systems. Furthermore, it should realize a
common way to connect to legacy industrial networks by means of front
plugs/connectors and indicators.

The CPS-izer should follow requirements for industrial grading like tem-
perature range, shock and vibration, EMC and others for common cabinet
mounting. It must adhere to CE compliance.

Harsh industrial requirements like IP67, sealed connectors and housing
and higher temperature range are not in the focus of the realization of the
CPS-izer.

4.6 Conclusions

This chapter has explored a new generation of functional architecture for
industrial automation, centred around the concepts, methodologies and tech-
nologies of the IEC-61499 standard but exploiting and extending them for a
concrete implementation of what are called “Cyber-Physical Systems”.

The transition to this type of model is not just a matter of installing
new devices into a shopfloor, but it requires a real paradigm shift in the
way real-time control and automation in manufacturing are engineering,
introducing new concepts of design and the corresponding skills.
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Daedalus project is developing all the tools to enable such a transition,
considering both green-field and brown-field scenarios, accepting that Indus-
try 4.0 full implementation will need a radical change in the way existing
PLCs work.
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The Industry 4.0 paradigm alludes to a new industrial revolution where
factories evolve towards digitalized and networked structures where intelli-
gence is spread among the different elements of the production systems. Two
key technological enablers to achieve the flexibility and efficiency sought
for factories of the future are the communication networks and the data
management schemes that will support connectivity and data distribution in
Cyber-Physical Production Systems. Communications and data management
must be built upon a flexible and reliable architecture to be able to efficiently
meet the stringent and varying requirements in terms of latency, reliability
and data rates demanded by industrial applications. To this aim, this chapter
presents a hierarchical communications and data management architecture,
where decentralized and local management decisions are coordinated by a
central orchestrator that ensures the efficient global operation of the system.
The defined architecture considers a multi-tier organization, where different
management strategies can be applied to satisfy the different requirements
in terms of latency and reliability of different industrial applications. The
use of virtualization and softwarization technologies as RAN Slicing and
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Cloud RAN will allow to achieve the flexibility, scalability and adaptation
capabilities required to support the high-demanding and diverse industrial
environment.

5.1 Introduction

In future industrial applications, the Internet of Things (IoT) with its com-
munications and data management functions will help shape the operational
efficiency and safety of industrial processes through integrating sensors,
data management, advanced analytics, and automation into a mega-unit [1].
The future and significant participation of intelligent robots will enable
effective and cost-efficient production, achieving sustainable revenue growth.
Industrial automation systems, emerging from the Industry 4.0 paradigm,
count on sensors’ information and the analysis of such information [2].
As such, connectivity is a crucial factor for the success of industrial
Cyber-Physical-Systems (CPS), where machines and components can talk
to one another. Moreover, in the context of Industry 4.0 and to match the
increased market demand for highly customized products, traditional pilot
lines designed for mass production are now evolving towards more flexible
“plug & produce” modular manufacturing strategies based on autonomous
assembly stations [3], which will make increased use of massive volumes
of Big Data streams to support self-learning capabilities and will demand
real-time reactions of increasingly connected mobile and autonomous robots
and vehicles. While conventional cloud solutions will be definitely part of
the picture, they will not be enough. The concept of centrally organized
enterprises at which large amounts of data are sent to a remote data center
do not deliver the expected performance for Industry 4.0 scenarios and
applications. Recently, moving service supply from the cloud to the edge has
enabled the possibility of meeting application delay requirements, improves
scalability and energy efficiency, and mitigates the network traffic burden.
With these advantages, decentralized industrial operations can become a
promising solution and can provide more scalable services for delay-tolerant
applications [4].

Two technological enablers of Industry 4.0 are: (i) the communication
infrastructure that will support the ubiquitous connectivity of Cyber-Physical
Production Systems (CPPS) and (ii) the data management schemes built upon
the communication infrastructure that will enable efficient data distribution
within the Factories of the Future [5]. In the industrial environment, a wide set
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of applications and services with very different communication requirements
will coexist, being one of the most demanding verticals with respect to
the number of connected nodes, ultra-low latencies, ultra-high reliability,
energy efficiency, and ultra-low communication costs [6]. The varying and
stringent communication and data availability requirements of the industrial
applications pose an important challenge for the design of the communi-
cation network and of the data management systems. The communication
network and the data management strategy must be built upon a flexible
architecture capable of meeting the communication requirements of the
industrial applications, with particular attention on time-critical automation.

The architecture reviewed in this chapter is the reference communica-
tions and data management architecture of the H2020 AUTOWARE project
[7]1. The main objective of AUTOWARE is to build an open consoli-
dated ecosystem that lowers the barriers of small, medium- & micro-sized
enterprises (SMMEs) for cognitive automation application development and
application of autonomous manufacturing processes. Communications and
data management are two technological enablers within the AUTOWARE
Framework (Figure 5.1 and presented in detail in Chapter 2). Within the
AUTOWARE framework, the AUTOWARE Reference Architecture estab-
lishes four layers: Enterprise, Factory, Workcell/Production Line, and Field
Devices. In addition, the AUTOWARE Reference Architecture also includes
two transversal layers: (i) the Fog/Cloud layer, since applications or services
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Figure 5.1 The AUTOWARE framework.



132 Communication and Data Management in Industry 4.0

in all the layers can be included or implemented in the Fog/Cloud, and (ii) the
Modelling layer, since different technical components inside the different
layers can be modelled, and it could be possible to have modeling approaches
that take the different layers into account. The communications and data
management architecture proposed in AUTOWARE supports the commu-
nication network and the data management system and enables the data
exchange between the different AUTOWARE components, exploiting the Fog
and/or Cloud concepts. It provides communication links between devices,
entities, and applications implemented in different layers, and also within
the same layer. Within the AUTOWARE Reference Architecture (defined
in the H2020 AUTOWARE Project), the communication network and data
management system can be represented as a transversal layer that intercon-
nects all the functional layers of the AUTOWARE Reference Architecture
(see Figure 5.2). The communications and data management architecture
presented in this chapter provides the communication and data distribution
capabilities required by the different systems or platforms developed within
the AUTOWARE framework.

AUTOWARE proposes the use of a heterogeneous network that integrates
different communication technologies covering the industrial environment.
The objective is to exploit the abilities of different wired and wireless com-
munication technologies to meet the broad range of communication require-
ments posed by Industry 4.0 in an efficient and reliable way. To this aim,
inter-system interferences between different wireless technologies operating
in the same unlicensed frequency band need to be monitored and controlled,
as well as inter-cell interferences for wireless technologies using the licensed
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Figure 5.2 Communication network and data management system into the AUTOWARE
Reference Architecture.
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spectrum. From a data management standpoint, real-time data availability
requirements, optimized utilization of IT resources (particularly for SMMEs),
and data ownership constraints call for distributed data management schemes,
whereby data are stored, replicated, and accessed from multiple locations in
the network, depending on data generation and data access patterns, as well
as the status of physical resources at the individual nodes.

To efficiently integrate the different communication technologies in a
unique network and handle the data management process, we adopt a
software-defined hierarchical approach where a central entity guarantees
the coordination of local and distributed managers resulting in a mix of
centralized management (orchestration) and decentralized operation of the
communication and data management functions. Communication links are
organized in different virtual tiers based on the performance requirements of
the application they support. Different communications and data management
strategies can then be applied at each tier to meet the specific communication
and data availability requirements of each application. To implement the pro-
posed hierarchical and multi-tier management architecture, we consider the
use of RAN (Radio Access Network) Slicing and Cloud RAN as technologi-
cal enablers to achieve the flexibility, scalability, and adaptation architectural
capabilities needed to guarantee the stringent and varying communication and
data distribution requirements of industrial applications.

This chapter is organized as follows. Section 5.2 presents the require-
ments imposed by Industry 4.0 to the communications and data management
system. Section 5.3 reviews communication architectures proposed for Indus-
trial Wireless Networks, and Section 5.4 presents traditional and current
trends on the design of data management strategies in industrial environ-
ments. Section 5.5 presents the proposed communications and data manage-
ment architecture, and the technological enablers considered to build up the
architecture, RAN Slicing and Cloud RAN. Section 5.6 describes the possi-
bilities offered by the proposed hierarchical architecture to implement hybrid
management schemes to introduce flexibility in the management of wireless
connections while maintaining a close coordination with a central network
manager. Section 5.7 presents examples of early adoption of communication
and data management concepts supported by the suggested architecture. How
the reference communications and data management architecture fits into
the overall AUTOWARE framework is presented in Section 5.8. Section 5.9
summarizes and concludes the chapter.
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5.2 Industry 4.0 Communication and Data Requirements

Industry 4.0 poses a complex communication environment because of the
wide set of different industrial applications and services that will coexist, all
of them demanding very different and stringent communication requirements.
The 5GPPP classifies industrial use cases in five families, each of them
representing a different subset of communication requirements in terms of
latency, reliability, availability, throughput, etc. [6]. Instant process optimiza-
tion based on real-time monitoring of the manufacturing performance and
the quality of produced goods is one of the most demanding use case families
in terms of latency and reliability. Some of the sensors may communicate
at low bitrates but with ultra-low latency and ultra-high reliability, whereas
vision-controlled robot arms or mobile robots may require reliable high-
bandwidth communication. Inside the factory, there are also applications or
services without time-critical requirements, such as the localization of assets
and goods and logistic processes, non-time critical quality control, or data
capturing for later usage in virtual design contexts. The challenge in this
second use case family is to ensure high availability of the wireless networks,
given the harsh industrial environment. Remotely controlling digital factories
requires end-to-end communications between remote workers and the factory.
This use case family could simply involve the use of tablets or smartphones,
or more complex scenarios with augmented reality devices that facilitate
the creation of virtual back office teams that exploit the collected data for
preventives analytics. In this use case family, there is a less stringent need for
low latency, but high availability is key to ensure that emergency maintenance
actions can take place immediately. The fourth use case family identified
involves the connectivity between different production sites as well as with
further actors in the value chain (e.g. suppliers, logistics) seamlessly. A high
level of network and service availability and reliability including wireless
link is one of the key requirements. The last use case family identified
by the 5G-PPP considers that factories will play an important role in the
provisioning of the connected goods that are produced, for which autonomy
is a key requirement. Table 5.1 summarizes the communication requirements
for each of the five use case families identified by the SG-PPP.

The International Society of Automation (ISA) and ETSI also high-
light the diverse communication requirements of industrial applications. For
example, ISA establishes safety, control, and monitoring applications in six
different classes based on the importance of message timeliness [9]. ETSI has
also investigated the communication requirements of industrial automation
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Table 5.1 5G-PPP use case families for manufacturing [6]

Use Case Family

Representative Scenarios

Latency Reliability Bandwidth

1.

Time-critical
process
optimization
inside factory

Real-time closed-loop
communication between
machines to increase
efficiency and flexibility

3D augmented reality
applications for training and
maintenance

3D video-driven interaction
between collaborative robots
and humans

Ultra-  Ultra- Low to
low high high

2.

Non-time-
critical
in-factory
communication

Identification/tracing of
objects/goods inside the
factory

Non-real-time sensor data
capturing for process
optimization

Data capturing for design,
simulation, and forecasting of
new products and production
processes

Low to
high

Less
critical

High

3.

Remote control

Remote quality
inspection/diagnostics
Remote virtual back office

Low to
high

Less
critical

High

4.

Intra-/Inter-
enterprise
communication

Identification/tracking of
goods in the end-to-end value
chain

Reliable and secure
interconnection of premises
(intra-/inter-enterprise)
Exchanging data for
simulation/design purposes

Ultra-

low

to less
critical

Low to
high

High

. Connected

goods

Connecting goods during
product lifetime to monitor
product characteristics,
sensing its surrounding
context and offering new
data-driven services

Less Low Low

critical
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in [10] and differentiated two types of applications. The first type involves the
use of sensors and actuators in industrial automation and its main requirement
is the real-time behavior or determinism. The second type of applications
involves the communication at higher levels of the automation hierarchy, e.g.
at the control or enterprise level, where throughput, security, and reliability
become more important. Automation systems are subdivided into three main
classes (manufacturing cell, factory hall, and plant level) with different needs
in terms of latency (from 5 to 20 ms). Their requirements in terms of latency,
update time, and number of devices can notably differ between them (see
Table 5.2). However, all three classes require a 10~ packet loss rate and a
99.999% application availability.

The timing requirements depend on different factors. As presented by the
5GPPP in [6], process automation industries (such as oil and gas, chemicals,
food and beverage, etc.) typically require cycle times of about 100 ms. In
factory automation (e.g. automotive production, industrial machinery, and
consumer products), typical cycle times are 10 ms. The highest demands

Table 5.2 Performance requirements for three classes of communication in industry estab-
lished by ETSI [10]

Manufacturing
Cell Factory Hall ~ Plant Level
Mostly Mostly

Indoor/outdoor application Indoor indoor outdoor
Spatial dimension Lx W xH (m?) 10x10x3 100x100x 10  1000x 1000%x50
Number of devices (typically) 30 100 1000
Number of parallel networks 10 5 5
(clusters)
Number of such clusters per plant 50 10 1
Min. number of locally parallel 300 500 250
devices
Network type Star Star/Mesh Mesh
Packet size (on air, byte) 16 200 105
Max. allowable latency (end-to-end) 54+ 10% 20 £+ 10% 20 £ 10%
incl. jitter/retransmits (ms)
Max. on-air duty cycle related to 20% 20% 20%
media utilization
Update time (ms) 50 + 10% 200 £ 10% 500 £ 10%
Packet loss rate (outside latency) 1079 1079 1079
Spectral efficiency (typically) 1 1.18 0.13
(bis/s/Hz)
Bandwidth requirements (MHZ) 8 34 34

Application availability Exceeds 99.999%
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Table 5.3 Timing requirements for motion control systems [6]

Requirement Value

Cycle time 1 ms (250 ws ...31.25 ws)
Response time/update time ... 100 ps

Jitter <1 ms...30ns

Switch latency time ...40 ns

Redundancy switchover time <15 ps

Time synchronization accuracy ... 100 ns

Table 5.4 Communication requirements for some industrial applications [5]

Condition
Motion Control Monitoring Augmented Reality
Latency/cycle time 250 ps—1 ms 100 ms 10 ms
Reliability (PER)  1e-8 le-5 le-5
Data rate kbit/s—Mbit/s kbit/s Mbit/s—Gbit/s

are set by motion control applications (printing machines, textiles, paper
mills, etc.) requiring cycle times of less than 1 ms with a jitter of less
than 1 ws. For motion control, current requirements are shown in Table
5.3. Table 5.4 also shows the communication requirements of three relevant
application examples (extracted from [5]) that illustrate the range of diverging
and stringent communications requirements imposed by Industry 4.0.

These requirements have been confirmed within AUTOWARE. The
communication requirements of several industrial use cases that are being
developed within AUTOWARE have been analyzed. For example, in the
PWR Pack AUTOWARE use case presented in [11], a stringent latency
bound of 1 ms with a data rate lower than 100 kb/s is imposed to transmit
commands from a Programmable Logic Controller (PLC) to a robot to control
the servomotors and the movement of the robot, while 1-100 Mb have
to be transmitted per image from a camera to a 3D visualization system
tolerating a maximum 5 ms latency. On the other hand, the communication
between a fixed robot and a component supplier mobile robotic platform
within the neutral experimentation facility for collaborative robotics that is
being developed by IK4-Tekniker [12] requires robust, flexible, and highly
reliable wireless communication with latency bounded to some hundreds of
milliseconds to guarantee the coordination and interoperation of both robots.

Due to the fact that the application functions should be applicable
to different types of network nodes, they cannot rely only on specific
communication functions, but include additional functions like smart data
distribution and management. It should be worth noting that the ultimate
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Table 5.5 Additional requirements for different application scenarios [13, 14]

Desired Value Application Scenario
Connectivity 300.000 devices Massive M2M connectivity
per AP
Battery life >10 years Hard-to-reach deployments
Reliability 99.999% Protection and control
Seamless and quick connectivity — Mobile devices

Industry 4.0 application performance is the result of the concurrent oper-
ation and synergies across communication architectures and data distribu-
tion strategies. Table 5.5 shows some additional requirements for different
application scenarios that impose additional constraints to manage the com-
munications network and impose specific constraints to data management
schemes [13, 14]. A massive M2M (machine to machine) connectivity will
require an Access Point (AP) to support hundreds of thousands of field
devices, with obvious limitations on the data rates each can support, and thus
on rates at which they are enquired for (new) data. Maintenance for such large
connectivity should be very low; thus, a very long battery period for such
devices will be a necessity. A battery life for wireless devices greater than
10 years will mean that many hard-to-reach sensors and actuators could only
sustain very low data rates. Reliability will play a critical role in industrial
requirements with safety protection and control applications, calling for
resilient data management schemes. In addition to all these requirements, a
network should also be able to provide pervasive connectivity experience for
the devices that may transition from outdoors to indoors location in a mobile
scenario. Finally, data availability issues impose other specific requirements.
For example, depending on applications, data might not be replicated outside
of a set of devices or a geographical area for ownership reasons. Data might
have to be replicated, instead, on other groups of nodes for data availability.
Conversions across data formats might be needed, to guarantee interoperabil-
ity across different factory or enterprise systems. All these issues belong to
the broader concept of data sovereignty that is the main focus of the Industrial
Data Space (IDS) initiative [15].

5.3 Industrial Wireless Network Architectures

Traditionally, communication networks in industrial systems have been based
on wired fieldbuses and Ethernet-based technologies, and often on proprietary
standards such as HART, PROFIBUS, Foundation Fieldbus H1, etc. While
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Figure 5.3 Examples of centralized management architectures.

wired technologies can provide high communications reliability, they are not
able to fully meet the required flexibility and adaptation of future manufactur-
ing processes for Industry 4.0. Wireless communication technologies present
key advantages for industrial monitoring and control systems. They can
provide connectivity to moving parts or mobile objects (robots, machinery,
or workers) and offer the desired deployment flexibility by minimizing and
significantly simplifying the need of cable installation. Operating in unli-
censed frequency bands, WirelessHART, ISA100.11a, and IEEE 802.15.4e,
are some of the wireless technologies developed to support industrial automa-
tion and control applications. These technologies are based on the IEEE
802.15.4 physical and MAC (Medium Access Control) layers, and share
some fundamental technologies and mechanisms, e.g., a centralized network
management and Time Division Multiple Access (TDMA) combined with
Frequency Hopping (FH). Figure 5.3 shows the network architecture for
WirelessHart and ISA100.11a. In both examples, there is a central network
management entity referred to as Network Manager in a WirelessHart net-
work and System Manager in the ISA100.11a network that is in charge of
the configuration and management at the data link and network levels of
the communications between the different devices (gateways, routers, and
end devices).

The main objective of having a centralized network management is to
achieve high communications reliability levels. However, the excessive over-
head and reconfiguration time that results from collecting state information
by the central manager (e.g. the Network Manager in a WirelessHart network
or the System Manager in a ISA100.11a network) and distributing man-
agement decisions to end devices limits the reconfiguration and scalability
capabilities of networks with centralized management, as highlighted in [16]
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and [17]. To overcome this drawback, the authors of [17-21] proposed to
divide a large network into multiple subnetworks and considered a hierar-
chical management architecture. In this context, each subnetwork has its
own manager that deals with the wireless dynamics within its subnetwork.
A global entity is in charge of the management and coordination of the
entire network with the subnetwork managers. Proposals in [19-21] rely
on hierarchical architectures and also propose the integration of hetero-
geneous technologies to efficiently guarantee the wide range of different
communication requirements of industrial applications; the need of using het-
erogeneous technologies in manufacturing processes was already highlighted
by ETSI in [10]. For example, the approach proposed in [19], and shown in
Figure 5.4(a), considers the deployment of several subnetworks in the lowest
level of the industrial network architecture connecting sensors and actuators.
The deployed devices collect data and send it to a central control and manage-
ment system, which is located at the highest level of the network architecture.
This IWN integrates and exploits various wireless technologies with different
communication capacities at different levels of the architecture. Coordinators
at each subnetwork act as sink nodes and collect data from different low-
bandwidth sensors and transmit it to gateway nodes using higher-bandwidth
wireless technologies. The gateway nodes are usually deployed so that they
can collect and transmit data from various sink nodes to the central con-
trol and management system through high-bandwidth technologies. Another
example is the network architecture proposed in the framework of the DEWI
(Dependable Embedded Wireless Infrastructure) project [22]. The DEWI
hierarchical architecture [20] is depicted in Figure 5.4(b). This architecture
is based on the concept of DEWI Bubbles. A DEWI Bubble is defined as a
high-level abstraction of a set of industrial wireless sensor networks (WSN)
located in proximity with enhanced inter-operability, technology reusability,
and cross-domain development. In ref. [20], standard interfaces are defined
to allow WSNs that can implement different communication technologies
to exchange information among them. Each WSN has its own Gateway
that is in charge of the WSN management and protocol translation. The
use of resources at different WSNs inside a Bubble is coordinated by a
higher-level gateway that also provides protocol translation functionalities
for the WSN under its support. Communication between different Bubbles is
possible through their corresponding Bubble Gateways. Interfaces, services,
and interoperability features of the different nodes and gateways are described
in [20]. Ref. [20] is focused on IoT systems and provides connectivity to
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a large number of communication devices. However, it does not particularly
consider applications with very stringent latency and reliability requirements.

Another interesting hierarchical management architecture that considers
the use of heterogeneous wireless technologies is presented in [21], and has
been developed in the framework of the Kol project [23]. The architec-
ture presented in [21] proposes a two-tier management approach for radio
resource coordination to support mission-critical wireless communications.
To guarantee the capacity and scalability requirements of the industrial
environment, ref. [21] considers the deployment of multiple small cells.
Each of these small cells can implement a different wireless technology, and
has a Local Radio Coordinator (LRC) that is in charge of the fine-grained
management of radio resources for devices in its cell. On a higher level,
there is a single Global Radio Coordinator (GRC) that carries out the radio
resource management on a broader operational area and coordinates the use
of radio resources by the different cells to avoid inter-system (for wireless
technologies using unlicensed bands) and inter-cell (for those working on
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licensed bands) interference among them. In ref. [21], the control plane and
the data plane are split following the Software-Defined Networking (SDN)
principle. Control management is carried out in a centralized mode at LRCs
and the GRC. For the data plane, centralized and assisted Device-to-Device
(D2D) modes are considered within each cell.

5G networks are also being designed to support, among other verticals,
Industrial IoT systems [24]. To this end, the use of Private 5G networks is
proposed [25]. Private 5G networks will allow the implementation of local
networks with dedicated radio equipment (independent of traffic fluctuation
in the wide-area macro network) using shared and unlicensed spectrum, as
well as locally dedicated licensed spectrum. The design of these Private
5G networks to support industrial wireless applications considers the imple-
mentation of several small cells to cover the whole industrial environment
integrated in the network architecture as shown in Figure 5.5. Private 5G
networks will have to support Ultra Reliable Low Latency Communications
(URLLC) for time-critical applications, and Enhanced Mobile Broadband
services for augmented/virtual reality services. In addition, the integration
of 5G networks with Time Sensitive Networks (TSN)! is considered to
guarantee deterministic end-to-end industrial communications, as presented
in [24]. Figure 5.6 summarizes these key capabilities of Private 5G networks
for Industrial 10T systems.

The reference communication and data management architecture
designed in AUTOWARE is very aligned with the concepts that are being
studied for Industrial 5G networks. The support of very different communi-
cation requirements demanded for a wide set of industrial applications (from
time-critical applications to ultra-high demanding throughput applications)
and the integration of different communication technologies (wired and wire-
less) are key objectives of the designed AUTOWARE communication and
data management architecture to meet the requirements of Industry 4.0. In
fact, AUTOWARE focuses on the design of a communication architecture
that is able to efficiently meet the varying and stringent communication

'TSN is a set of IEEE 802 Ethernet sub-standards that aim to achieve deterministic com-
munication over Ethernet by using time synchronization and a schedule that is shared between
all the components (i.e. end systems and switches) within the network. By defining various
queues based on time, TSN ensures a bounded maximum latency for scheduled traffic through
switched networks, thereby guaranteeing the latency of critical scheduled communication.
Additionally, TSN supports the convergence of having critical and non-critical communication
sharing the same network, without interfering with each other, resulting in a reduction of costs
(reduction of required cabling).
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requirements of the wide set of applications and services that will coexist
within the factories of the future; in contrast to the architectures proposed
in [20] and [21], which are mainly designed to guarantee communication
requirements of a given type of service (to provide connectivity to a large
number of communication devices in [20], and mission-critical wireless com-
munications in [21]). In addition, this work goes a step further and analyzes
the requirements of the communication architecture from the point of view of
the data management and distribution.
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5.4 Data Management in Industrial Environments

Traditionally, industrial application systems tend to be entirely centralized.
For this reason, distributed data management has not been studied extensively
in the past, and the emphasis has been put on the efficient wireless and wired
communication within the industrial environment. The reader can find state-
of-the-art approaches on relevant typical networks in [19,26-28].

However, there have been some interesting works on various aspects
of the data management process, e.g., end-to-end latency provisioning. In
[29], the authors present a centralized routing method, and, consequently,
they do not use proxies, data handling special nodes, or hierarchical data
management. In [30], the authors address different optimization objectives,
focusing on minimizing the maximum hop distance, rather than guaranteeing
it as a hard constraint. Also, they assume a bounded number of proxies and
they examine only on the worst-case number of hops. In [31], the authors
present a cross-layer approach, which combines MAC-layer and cache man-
agement techniques for adaptive cache invalidation, cache replacement, and
cache prefetching. In [32], the authors consider a different data management
objective: replacement of locally cached data items with new ones. As the
authors claim, the significance of this functionality stems from the fact that
data queried in real applications is not random but instead exhibits local-
ity characteristics. Therefore, the design of efficient replacement policies,
given an underlying caching mechanism, is addressed. In [33], although the
authors consider delay aspects and a realistic industrial IoT model (based
on WirelessHART), their main objective is to bound the worst-case delay
in the network. Also, they do not exploit the potential presence of proxy
nodes, and consequently, they stick to the traditional, centralized industrial
IoT setting. In [34], the authors consider a multi-hop network organized
in clusters and provide a routing algorithm and cluster partitioning. Our
distributed data management concepts and algorithms can work on top of this
approach (and of any clustering approach), for example, by allocating the role
of proxies to cluster-heads. In fact, clustering and our solutions address two
different problems.

5.5 Hierarchical Communication and Data Management
Architecture for Industry 4.0

The network architecture presented in this chapter is designed to provide
flexible and efficient connectivity and data management in Industry 4.0.
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AUTOWARE proposes a hierarchical management architecture that sup-
ports the use of heterogeneous communication technologies. The proposed
architecture also establishes multiple tiers where communication cells are
functionally classified; different tiers establish different requirements in terms
of reliability, latency, and data rates and impose different constraints on the
management algorithms and the flexibility to implement them.

5.5.1 Heterogeneous Industrial Wireless Network

As presented in Section 5.2, industrial applications demand a wide range of
different communication requirements that are difficult to be efficiently sat-
isfied with a single communication technology. In this context, the proposed
architecture exploits the different capabilities of the available communication
technologies (wired and wireless) to meet the wide range of requirements
of industrial applications. For example, unlicensed wireless technologies
such as WirelessHART, ISA100.11a, or IEEE 802.15.4e must implement
mechanisms to minimize the interference generated to other potential devices
sharing the same band, as for example, listen-before-talk-based channel
access schemes. Although these wireless technologies are suitable to effi-
ciently meet the requirements of non-time-critical monitoring or production
applications, they usually fail to meet the stringent latency and reliability
requirements of time-critical automation and control applications. In addition,
these technologies were designed for static and low-bandwidth deployments,
and the digitalization of industries requires significantly higher bandwidth
provisioning and the capacity to integrate moving robots and objects in the
factory. On the other hand, cellular standards operating on licensed frequency
bands introduced in Release 14 [35] mechanisms for latency reduction in
order to support certain delay critical applications. Moreover, Factories of the
Future represent one of the key verticals for 5G-PPP, and 5G technologies are
being developed to support a large variety of applications scenarios, targeting
URLLC with a latency of about 1 ms and reliability of 1-10~? [36]. Also,
Private LTE and Private 5G networks will be relevant technologies to be used
in industrial environments [25]. As a complement of wireless technologies,
the use of wired communication technologies, as for example TSN, can also
be considered for communication links between static devices.

In this context, we propose that several subnetworks or cells (we will
use the term cell throughout the rest of the document) implementing het-
erogeneous technologies cover the whole industrial plant (or several plants).
We adopt and use the concept of cell to manage the communications and
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data management resources and improve the network scalability. Different
cells can use different communication technologies. Cells using different
communication technologies could overlap in space. Also, cells using the
same technology but in a different channel could cover the same area (or
partially). Each network node is connected to the cell that is able to most
efficiently satisfy its communication needs. For example, WirelessHART can
be used to monitor a liquid level and control a valve, while 5G communi-
cations can be employed for time-critical communications between a sensor
and an actuator. TSN could be a good candidate to implement long-distance
backhaul links between static devices. Figure 5.7 illustrates the concept of
cells in the proposed heterogeneous architecture with five cells implementing
two different technologies. Technology 1 and Technology 2 could represent
WirelessHART and 5G technologies. Technology 3 is used to connect each
cell through a local management entity, referred to as Local Manager (LM),
to a central management entity represented as Orchestrator in Figure 5.7
(roles of LMs and the Orchestrator in the proposed reference communication
and data management architecture are presented in the next section), and
it could be implemented with TSN (the communication link between LMs
and the Orchestrator could also be implemented by a multi-hop link using
also heterogeneous technologies for improved flexibility and scalability (e.g.,
IEEE 802.11 and TSN)).

Cells implementing wireless communication technologies that operate in
unlicensed spectrum bands can suffer from inter-system and intra-system
interferences. Mechanisms to detect external interferences are needed, and
cells need to be coordinated to guarantee interworking and coexistence
between concurrently operating technologies. Cells implementing a com-
munication technology using licensed spectrum, as for example, LTE or
5G networks, are also possible. Although the use of licensed spectrum
bands guarantees communications free of external interference, planning and
coordination among multiple cells is still needed to control inter-cell inter-
ference. Considering the highly dynamic and changing nature of industrial
environments, coordination among cells need to be carried out dynamically
in order to guarantee the stringent communication requirements of industrial
automation processes.

5.5.2 Hierarchical Management

The proposed reference communication and data management architecture
considers a hierarchical structure that combines local and decentralized
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Technology 2
Technology 3

Figure 5.7 Hierarchical and heterogeneous reference architecture to support CPPS connec-
tivity and data management.

management with centralized decisions to efficiently use the available com-
munication resources and carry out the data management in the system. The
management structure is depicted in Figure 5.7, and the functions of the two
key components, the Orchestrator and the LMs, are next described.

5.5.2.1 Hierarchical communications
The Orchestrator is in charge of the global coordination of the radio resources
assigned to the different cells. It establishes constraints to the radio resource
utilization that each cell has to comply with in order to guarantee coordination
and interworking of different cells, and finally guarantee the requirements of
the industrial applications developed in the whole plant. For example, the
Orchestrator must avoid inter-cell interferences between cells implementing
the same licensed technology. It must also guarantee interworking among
cells implementing wireless technologies using unlicensed spectrum bands
in order to avoid inter-system interferences, as for example, dynamically
allocating non-interfering channels to different cells based on the current
demand. LMs are implemented at each cell. An LM is in charge of the local
management of the radio resources within its cell and makes local decisions
to ensure that communication requirements of nodes in its cell are satisfied.
As shown in Figure 5.8, LMs are in charge of management functions such
as Radio Resource Allocation, Power Control, or Scheduling. These functions
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Figure 5.8 Communication and data management functions in different entities of the
hierarchical architecture.

locally coordinate the use of radio resources among the devices attached to
the same cell and require very short response times. Intra-Cell Interference
Control needs to be carried out also by the LM if several transmissions are
allowed to share radio resources within the same cell. LMs also report the
performance levels experienced within its cell to the Orchestrator. Thanks to
its global vision, the Orchestrator has the information required and the ability
to adapt and (re-)configure the whole network. For example, under changes
in the configuration of the industrial plant or in the production system, the
Orchestrator can reallocate frequency bands to cells implementing licensed
technologies based on the new load conditions or the new communication
requirements. It could also establish new interworking policies to control
interferences between different cells working in the unlicensed spectrum. The
Orchestrator can also establish constraints about the maximum transmission
power or the radio resources to allocate to some transmissions to guarantee
the coordination between different cells. It is also in charge of the Admission
Control. In this context, the Orchestrator also decides to which cell a new
device is attached to consider the communication capabilities of the device,
the communication requirements of the application, and the current operating
conditions of each cell.

The described hierarchical communication and data management archi-
tecture corresponds to the control plane. We consider that control plane and
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user plane’ are separated. Therefore, although a centralized management is
adopted within a cell, nodes in proximity might communicate directly using
D2D communications. In some cells, end-devices might also participate in
management functions, for example, if distributed radio resource allocation
algorithms are considered for D2D communications in 5G cells. End devices
can also participate in other management functions such as Power Control or
Scheduling (see Figure 5.8).

5.5.2.2 Data management

The Orchestrator plays an important role in facilitating the development
of novel smart data distribution solutions that cooperate with cloud-based
service provisioning and communication technologies. Smart proactive data
storage/replication techniques can be designed, ensuring that data is located
where it can be accessed by appropriate decision makers in a timely manner
based on the performance of the underlying communication infrastructure.
Consequently, the Orchestrator serves as a great opportunity to imple-
ment different types of data-oriented automation functions at reduced costs,
like interactions with external data providers or requestors, inter-cell data
distribution planning, and management and coordination of the LMs.

On the other hand, it is widely recognized that entirely centralized solu-
tions to collect and manage data in industrial environments are not always
suitable [38, 39] This is due to the fact that in order to assure quick reac-
tion, process monitoring and automation control may span among multiple
physical locations. Additionally, the adoption of IoT technologies with the
associated massive amounts of generated data makes decentralized data man-
agement inevitable. A significant challenge is that, when data are managed
across multiple physical locations, data distribution needs to be carefully
designed, so as to ensure that industrial process control is not affected by
the well-known issues related to communication delays and jitters [26,40].

For data management, allocation of roles on the Orchestrator, LMs, and
individual devices is less precisely defined in general, and can vary signif-
icantly on a per-application and per-scenario basis. In general, we expect

>The User Plane carries the network user traffic, i.e., the data that is generated and
consumed by the AUTOWARE applications and services. The Control Plane carries signaling
traffic, and is critical for the correct operation of the network. For example, signaling messages
would be needed to properly configure a wired/wireless link to achieve the necessary latency
and reliability levels to support an application. They would also be needed to intelligently
control the data management process. The Control Plane therefore is needed to enable the
user data exchange between the different AUTOWARE components.
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that the Orchestrator would decide on which cells (controlled by one LM
each) data need to be available and thus replicated. Also, it would decide
out of which cells they must not be replicated due to ownership reasons.
It would implement, in collaboration with cloud platforms, authentication
of users across cells and, when needed, data transcoding functions. Thus,
we expect the Orchestrator to be responsible for managing the heterogeneity
issues related to managing data across a number of different cells, possibly
owned and operated by different entities. LMs would manage individual
cells. They would typically decide where, inside the cell, data need to be
replicated, stored, and moved dynamically, based on the requirements of the
specific applications, and the resources available at the individual nodes.
Note that data will in general be replicated across the individual nodes,
and not exclusively at the LMs, to guarantee low delays and jitters, which
might be excessive if the LMs operate as unique centralized data managers.
In some cases, end-devices can also participate in management functions,
for example, by exploiting D2D communications to directly exchange data
between them, implementing localized data replication or storage policies. In
those cases, the data routing is not necessarily regulated centrally, but can be
efficiently distributed, using appropriate cooperation schemes. In the archi-
tecture, therefore, the control of data management schemes can be performed
centrally at the Orchestrator, locally at the LMs, or even at individual devices,
as appropriate. Data management operations become distributed, and they
exploit devices that lie between source and destination devices, like the use
of proxies for data storage and access.

5.5.3 Multi-tier Organization

In the proposed reference communication and data management architecture,
cells are organized in different tiers depending on the communication require-
ments of the industrial application they support. LMs of cells in different tiers
consider the use of different management algorithms to efficiently meet the
stringent requirements of the different industrial applications they support.
For example, regarding scheduling, a semi-persistent scheduling algorithm
could be applied in LTE cells to guarantee ultra-low latency communica-
tions; semi-persistent scheduling algorithms avoid delays associated to the
exchange of signaling messages to request (from the device to the base station
or eNB) and grant (from the base station or eNB to the device) access to the
radio resources. However, semi-persistent scheduling algorithms might not
be adequate for less demanding latency requirements due to the potential
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underutilization of radio resources. The different requirements in terms of
latency and reliability of the application supported by a cell also affect the
exact locations where data should be stored and replicated. For example,
in time-critical applications, the lower the data access latency bound is, the
closer to the destination the data should be replicated.

The requirements of the nodes connected to a cell also influence the
type of interactions between the LM of the cell and the Orchestrator. LMs
of cells that support communication links with loose latency requirements
can delegate some of their management functions to the Orchestrator. For
these cells, a closer coordination between different cells could be achieved.
Management decisions performed by LMs based on local information are
preferred for applications with ultra-high demanding latency requirements
(see Figure 5.9).

5.5.4 Architectural Enablers: Virtualization and Softwarization

Efficiency, agility, and speed are fundamental characteristics that future com-
munication and networking architectures must accomplish to support the high
diverging and stringent performance requirements of future communication
systems (including but not limited to the industrial ones) [41]. In this context,
the communication and data management architecture proposed within this
chapter considers the use of RAN Slicing and Cloud RAN as enabling
technologies to achieve the sought flexibility and efficiency.

5.5.4.1 RAN slicing
The proposed architecture considers the use of heterogeneous communication
technologies. The assignment of communication technologies to industrial
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applications does not need to necessarily be a one-to-one matching. There
is a clear trend nowadays in designing wireless technologies such that they
can support more than one type of application even belonging to different
“verticals”, each of them with possibly radically different communication
requirements. For example, LTE or 5G networks can be used to satisfy
the ultra low-latency and high-reliability communications of a time-critical
automation process. In addition, the same networks could also support
applications that require high-throughput levels, such as virtual reality or
4K/8K ultra-high-definition video. This is typically achieved through network
virtualization and slicing, to guarantee isolation of (virtual) resources and
independence across verticals, or across applications in the same vertical.

In the proposed architecture, each cell can support several industrial
applications with different communication requirements. The industrial
applications supported by the same cell might require different management
functions or techniques to satisfy their different requirements in terms of
transmission rates, delay, or reliability. Moreover, it is important to ensure
that the application-specific requirements are satisfied independently of the
congestion and performance experienced by the other application supported
by the same cell, i.e., performance isolation needs to be guaranteed between
different applications. For example, the amount of traffic generated by a
given application should not negatively influence the performance of the other
application. In this context, we propose the use of RAN Slicing to solve the
above-mentioned issues. RAN Slicing is based on SDN (Software-Defined
Networking) and NFV (Network Function Virtualization) technologies, and it
proposes to split the resources and management functions of an RAN into dif-
ferent slices to create multiple logical (virtual) networks on top of a common
network [42]. Each of these slices, in this case, virtual RANSs, must contain
the required resources needed to meet the communication requirements of the
application or service that such slice supports. As presented in [42], one of the
main objectives of RAN Slicing is to assure isolation in terms of performance.
In addition, isolation in terms of management must also be ensured, allowing
the independent management of each slice as a separated network. As a result,
RAN Slicing becomes a key technology to deploy a flexible communication
and networking architecture capable of meeting the stringent and diverging
communication requirements of industrial applications, and in particular,
those of URLLC.

In the proposed architecture, each slice of a physical cell is referred to
as virtual cell, as shown in Figure 5.10. Virtual cells resulting from the
split of the same physical cell can be located at different levels of the
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Figure 5.10 Virtual cells based on RAN Slicing.

multi-tier architecture depending on the communication requirements of the
applications. Each virtual cell implements the appropriate functions based on
the requirements of the application supported and must be assigned the RAN
resources required to satisfy the requirements of the communication links it
supports.

RAN resources (e.g., data storage, computing, radio resources, etc.) must
be allocated to each virtual cell considering the operating conditions, such
as the amount of traffic, the link quality, etc. The amount of RAN resources
allocated to each virtual cell must be therefore dynamically adapted based
on the operating conditions. Within the proposed reference architecture, the
Orchestrator is the management entity in charge of creating and managing
RAN slices or virtual cells. Thanks to the reports received from the LMs, the
Orchestrator has a global view of the performance experienced at the different
(virtual) cells. As a result, it is able to decide the amount of RAN resources
that must be assigned to each virtual cell to guarantee the communication
requirements of the applications.

With respect to data management functions, they will operate on top
of the virtual networks generated by RAN Slicing. However, note that the
requirements posed by data management will determine part of the network
traffic patterns. Therefore, RAN Slicing defined by the Orchestrator might
consider the traffic patterns resulting from data management operations, in
order to optimize slicing itself.

5.5.4.2 Cloudification of the RAN
Cloud-based RAN (or simply Cloud RAN) is a novel paradigm for
RAN architectures that applies NFV and cloud technologies for deploying
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RAN functions [43]. Cloud RAN splits the base station into a radio unit,
known as Radio Remote Head (RRH), and a signal-processing unit referred
to as Base Band Unit (BBU) [44]. The key concept of Cloud RAN is that
the signal processing units, i.e., the BBUs, can be moved to the cloud. Cloud
RAN shifts from the traditional distributed architecture to a centralized one,
where some or all of the base station processing and management functions
are placed in a central virtualized BBU pool (a virtualized cluster which can
consist of general purpose processors to perform baseband processing and
that is shared by all cells) [43]. Virtual BBUs and RRHs are connected by a
fronthaul network. Centralizing processing and management functions in the
same location improves interworking and coordination among cells; virtual
BBUs are located in the same place, and exchange of data among them can
be carried out easier and with shorter delay.

We foresee Cloud RAN as the baseline technology for the proposed
architecture, to implement hierarchical and multi-tier communication man-
agement. Cloud RAN will be a key technology to achieve a tight coordination
between cells in the proposed architecture and to control inter-cell and inter-
system interferences. As presented in [45] and [46], Cloud RAN can support
different functional splits that are perfectly aligned with the foreseen needs of
industrial applications; some processing functions can be executed remotely
while functions with strong real-time requirements can remain at the cell
site. In the proposed communication and data management architecture,
the decision about how to perform this functional split must be made by the
Orchestrator considering the particular communication requirements of the
industrial applications supported by each cell (see Figure 5.11).
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Figure 5.11 Cloudification of the RAN.
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The Cloud RAN architectural paradigm allows for hardware resource
pooling, which also reduces operational cost, by reducing power and energy
consumption compared to traditional architectures [43], which results in
an attractive incentive for industrial deployment. The cloudification of the
RAN will also leverage RAN Slicing on a single network infrastructure and
will increase flexibility for the construction of on-demand slices to support
individual service types or application within a cell.

5.6 Hybrid Communication Management

Communication systems must be able to support the high dynamism of
industrial environment, which will result from the coexistence of different
industrial applications, different types of sensors, the mobility of nodes
(robots, machinery, vehicles, and workers), and changes in the production
demands. Industry 4.0 then demands flexible and dynamic communication
networks able to adapt their configuration to changes in the environment to
seamlessly ensure the communication requirements of industrial applications.
To this end, communication management decisions must be based on current
operating conditions and the continuous monitoring of experienced perfor-
mance. The proposed hierarchical communication and data management
architecture allows the implementation of hybrid communication manage-
ment schemes that integrate local and decentralized management decisions
while maintaining a close coordination through a central management entity
(the Orchestrator in the reference AUTOWARE architecture) with global
knowledge of the performance experienced in the whole industrial com-
munication network. The hybrid communication management introduces
flexibility in the management of wireless connections and increases the
capability of the network to detect and react to local changes in the industrial
environment while efficiently guaranteeing the communication requirements
of industrial applications and services supported by the whole network.

In hybrid management schemes, management entities must interact to
coordinate their decisions and ensure the correct operation of the whole
network. Figure 5.12 represents the interactions between the management
entities of the hierarchical architecture: the Orchestrator, LMs, and end-
devices (as presented in Section 5.2, end-devices might also participate in
the communication management). Boxes within each management entity
represent different functions executed at each entity:

e Local measurements: This function measures physical parameters on
the communication link, as for example, received signal level (received
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signal strength indication or RSSI), signal-to-noise ratio (SNR), etc.
In addition, this function also measures and evaluates the performance
experienced in the communication, as for example, throughput, delay,
packet error ratio (PER), etc. This function is performed by each entity
on its communication links.

o Performance gathering: This function collects information about the per-
formance experienced at the different cells. This function is performed
at the LMs, which collect performance information gathered by end-
devices within its cell, and also at the Orchestrator, which receives
performance information gathered by the LMs.

e Reasoning: The reasoning function processes the data obtained by the
local measurements and the performance gathering functions to synthe-
size higher-level performance information. The reasoning performed at
each entity will depend on the particular application supported (and the
communication requirements of the application) and also on the particu-
lar management algorithm implemented. For example, if a cell supports
time-critical control applications, the maximum value of latency expe-
rienced by the 99 percentile of packets transmitted might be of interest,
while the average throughput achieved in the communication could be
required to analyze the performance of a 3D visualization application.

e Reporting: This function sends periodic performance reports to the man-
agement entity in the higher hierarchical level. Particularly, end-devices
send periodic reports to the LMs, which in turn report performance
information to the Orchestrator.

e Global/local/communication management decision: This function exe-
cutes the decision rule or decision policy. This function can be whatever
of the communication management functions shown in Figure 5.8: for
example, Admission Control or Inter-Cell Interference Coordination
algorithms can be executed as the Global management decision function
in the Orchestrator, Power Control or Radio Resource Allocation within
a cell can be executed as the Local management decision function in
the LMs, and Scheduling or Power Control can be executed as the
Communication management decision function at the end-devices.

As shown in Figure 5.12, an end-device performs local measurements of
the quality and performance experienced in its communication links. This
local data (1) is processed by the reasoning function that provides high-
level performance information (2a) that is reported to the LM in its cell (3).
This high-level performance information can also be used by the end-device
(2b) to get a management decision (4) and configure its communication
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Figure 5.12 Hybrid communication management: interaction between management entities.

parameters in the case that the end-device has management capabilities. In
this case, the management decisions taken by different end-devices in the
same cell are coordinated by the LM in the cell, which can also configure
some communication parameters of the end-devices (7b). Decisions taken
by end-devices are constrained by the decisions taken by the LM (7c).
If end-devices do not have management capabilities, the communication
parameters for the end-devices are directly configured by the LM (8b). The
Local management decisions taken by each LM are based on the performance
information gathered by all end-devices in its cell (from 1 to n devices in the
figure), and also on local measurements performed by the own LM. This data
(5aand 5b) is processed by the reasoning function in the LM, and the resulting
high-level performance information (6b) is used to take a local management
decision and configure the communication parameters of the end-devices
in its cell (7a, 7b, and 7c). Each LM also reports to the Orchestrator the
processed information about the performance experienced in its cell (8). The
Orchestrator receives performance information from all the LMs (from 1
to m LMs in the figure). The performance information gathered by the LMs
(9b), together with local measurements performed by the Orchestrator in
its communication links with the LMs (9a), is processed by the reasoning
function in the Orchestrator. The high-level performance information (10)
is used by the Orchestrator to achieve a global management decision and
configure radio resources to use at each cell (11a). The global management
decisions made by the Orchestrator constrain the local management decisions
made by the LMs (11b) to guarantee the coordination among the different
LMs in the network, and finally ensure the communication requirements of
the industrial applications and services supported by the network.
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5.7 Decentralized Data Distribution

The smart data management process provided by the architecture interacts
with the underlying networking protocols. In order to provide both efficient
data access and end-to-end delay guarantees, one of the technical components
of the architecture is a dedicated decentralized data distribution. The main
idea behind the decentralized data distribution is decoupling the Network
plane from the Data plane. The data-enabled architecture functions selec-
tively move data to different network areas and devise methods on how the
data requests should be served, given a known underlying routing protocol.
More specifically, the role of the decentralized data distribution component is
three-fold:

1. It investigates where and when the data should be moved, and to which
network areas.

2. It decides which network nodes can serve as special nodes and assume
more responsibilities with respect to data management.

3. It indicates how the available data will be distributed and delivered to
the individual network devices requesting it.

Note that the architecture enables the storing and replication of data between
(1) (potentially mobile) nodes in the factory environment (e.g., the mobile
nodes of the factory operators, nodes installed in work cells, nodes attached
to mobile robots, etc.); (ii) edge nodes providing storage services for the
specific (areas of the) factory; and (iii) remote cloud storage services. All
the three layers can be used in a synergic way, based on the properties
of the data and the requirements of the users requesting it. Depending on
these properties, data processing may need highly variable computational
resources. Advanced scheduling and resource management strategies lie at
the core of the distributed infrastructure resources usage. However, such
strategies must be tailored to the particular algorithm/data combination to
be managed. Differently from the past, the scheduling process, instead of
looking for smart ways to adapt the application to the execution environment,
now aims at selecting and managing the computational resources available on
the distributed infrastructure to fulfill some performance indicators.

The suggested architecture can be used in order to efficiently deploy
the data management functions over typical industrial IoT networks. Initial
results show that the decentralized data management scheme of the pro-
posed architecture can indeed enhance various target metrics when applied
to various industrial IoT networking settings. In the following subsections,
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we briefly review some recent examples, where the decentralized data
distribution concepts resulted in an enhanced network performance.

5.7.1 Average Data Access Latency Guarantees

Assuming that applications in industrial IoT networks require that there
is (i) a set of producers generating data (e.g., IoT sensors), (ii) a set of
consumers requiring those data in order to implement the application logic
(e.g., IoT actuators), and (iii) a maximum latency L, that consumers can
tolerate in receiving data after they have requested them; the decentralized
data management module (DML) offers an efficient method for regulating
the data distribution among producers and consumers. The DML selectively
assigns a special role to some of the network nodes, that of the proxy.
Each node that can become a proxy potentially serves as an intermediary
between producers and consumers, even though the node might be neither a
producer nor a consumer. If properly selected, proxy nodes can significantly
reduce the average data access latency; however, when a node is selected
as a proxy, it has to increase its storing, computational, and communication
activities. Thus, the DML minimizes the number of proxies, to reduce as
much as possible the overall system resource consumption. In [47], we
have provided an extensive experimental evaluation, both in a testbed and
through simulations, and we demonstrated that the proposed decentralized
data management (i) guarantees that the access latency stays below the given
threshold and (ii) significantly outperforms traditional centralized and even
distributed approaches, in terms of average data access latency guarantees.

5.7.2 Maximum Data Access Latency Guarantees

Another representative example of decentralized data management is the
exploitation of the presence of a limited set of pre-installed proxy nodes,
which are more capable than resource-limited IoT devices in the resource-
constrained network (e.g., fog nodes). Different to the previous example, here
we focused on network lifetime and on maximum (instead of average) data
access latencies. The problem we addressed in [48] is the maximization of the
network lifetime, given the proxy locations in the network, the initial limited
energy supplies of the nodes, the data request patterns (and their correspond-
ing parameters), and the maximum latency that consumer nodes can tolerate
since the time they request data. We proved that the problem is computa-
tionally hard and we designed an offline centralized heuristic algorithm for
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identifying which paths in the network the data should follow and on which
proxies they should be cached, in order to meet the latency constraint and
to efficiently prolong the network lifetime. We implemented the method and
evaluated its performance in a testbed, composed of IEEE 802.15.4-enabled
network nodes. We demonstrated that the proposed heuristic (i) guarantees
data access latency below the given threshold and (ii) performs well in terms
of network lifetime with respect to a theoretically optimal solution.

5.7.3 Dynamic Path Reconfigurations

As in the previous examples, we assume that applications require a certain
upper bound on the end-to-end data delivery latency from proxies to con-
sumers and that at some point in time, a central controller computes an
optimal set of multi-hop paths from producers to proxies and from proxies to
consumers, which guarantee a maximum delivery delay, while maximizing
the energy lifetime of the network (i.e., the time until the first node in the
network exhaust energy resources). In this example, we focus on maintaining
the network configuration in such a way that application requirements are
met after important network operational parameters change due to some
unplanned events (e.g., heavy interference, excessive energy consumption),
while guaranteeing an appropriate utilization of energy resources. In [49],
we provided several efficient algorithmic functions that locally reconfigure
the paths of the data distribution process, when a communication link or a
network node fails. The functions regulate how the local path reconfiguration
should be implemented and how a node can join a new path or modify an
already existing path, ensuring that there will be no loops. The proposed
method can be implemented on top of existing data forwarding schemes
designed for industrial IoT networks. We demonstrated through simulations
the performance gains of our method in terms of energy consumption and
data delivery success rate.

5.8 Communications and Data Management within the
AUTOWARE Framework

The reference communication and data management architecture of
AUTOWARE supports the control plane of the communication network and
the data management system. As shown in Figure 5.13, end (or field)-devices
such as sensors, actuators, mobile robots, etc., are distributed throughout
the factory plant participating in different industrial processes or tasks.
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Figure 5.13 Integration of the hierarchical and multi-tier heterogeneous communication and
data management architecture into the AUTOWARE Reference Architecture.

These field devices are then included within the Field Devices Layer of the
AUTOWARE Reference Architecture defined in Chapter 10. Various LMs
can be implemented at different workcells or production lines to locally man-
age the communication resources and data in the different communication
cells deployed in the industrial plant. These management nodes are included
in the Workcell/Production Line Layer, and they form a distributed manage-
ment infrastructure that operates close to the field devices. As previously
presented, both the Orchestrator and the LMs have communication and data
management functionalities.

From the point of view of communications, the Orchestrator is in charge
of the global management of the communication resources used by the dif-
ferent cells deployed within a factory plant. When there is only one industrial
plant or when there are multiple but independent plants (from the communi-
cations perspective), the main communication functions of the Orchestrator
are in the Factory Layer. However, if different industrial plants are deployed
and they are close enough so that the operation of a cell implemented in
a plant can affect the operation of a different cell in the other plant, then
the Orchestrator should be able to manage the communication resources
of the different plants. In this case, some of its communication functions
should be part of the Enterprise Layer. Based on the previous reasoning,
the Orchestrator and, in particular, the communication management function
within the Orchestrator should be flexible and be able to be implemented in
the Factory and the Enterprise Layer.



162  Communication and Data Management in Industry 4.0

From the point of view of data storage, management, and distribution, the
data can be circulated and processed at different levels of the architecture,
depending on the targeted use case and the requirements that the industrial
operator is imposing on the application. For example, if the requirements
necessitate critical and short access latency applications (e.g., Table 5.5),
such as condition monitoring, then imposing data transfers back and forth
between the Field Layer, the Workcell/Production Line Layer, and the Factory
Layer may lead to severe sub-optimal paths, which in turn negatively affect
the overall network latency. At the same time, those transfer patterns will
lead to poor network performance, as field devices often have to tolerate
longer response times than necessary. In this case, the data can be stored and
managed at the lower layers of the architecture, with the LMs in the role of
the data coordinator. Another example is when the requirements necessitate
the employment of computationally more sophisticated methods on larger
volumes of data that can only be performed by stronger devices than those at
the Field Layer, such as 3D object recognition or video tracking, which come
with vast amounts of data. In this case, the data can be forwarded, stored, and
processed in the higher levels of the architecture, the Factory Layer, or the
Enterprise Layer, with the Orchestrator in the role of the data coordinator.

5.9 Conclusions

A software-defined heterogeneous, hierarchical, and multi-tier communica-
tion management architecture with edge-powered smart data distribution
strategies has been presented in this chapter to support ubiquitous, flexible,
and reliable connectivity and efficient data management in highly dynamic
Industry 4.0 scenarios where multiple digital services and applications are
bound to coexist. The proposed architecture exploits the different abilities of
heterogeneous communication technologies to meet the broad range of com-
munication requirements demanded by Industry 4.0 applications. Integration
of the different technologies in an efficient and reliable network is achieved
by means of a hybrid management strategy consisting of decentralized man-
agement decisions coordinated by a central orchestrator. Local management
entities organized in different virtual tiers of the architecture can implement
different management functions based on the requirements of the application
they support. The hierarchical and multi-tier communication management
architecture enables the implementation of cooperating, but distinct manage-
ment functions to maximize flexibility and efficiency to meet the stringent and
varying requirements of industrial applications. The proposed architecture
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considers the use of RAN Slicing and Cloud RAN as enabling technologies
to meet reliably and effectively future Industry 4.0 autonomous assembly
scenarios and modular plug & play manufacturing systems. The technological
enablers of the communications and data management architecture were
identified as part of the AUTOWARE framework, both in the user plane and
in the control plane of the AUTOWARE reference architecture.
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This chapter presents a dynamic and programmable distributed data analytics
solution for industrial environments. The solution includes an edge analytics
engine for analytics close to the field and in line with the edge computing
paradigm. Each edge analytics engine instance is flexible and dynamically
configurable based on an Analytics Manifest (AM). It is also based on dis-
tributed ledger technologies for configuring analytics tasks that span multiple
edge nodes and instances of the edge analytics engine. In particular, it lever-
ages ledger services for synchronizing and combining various AMs in factory
wide analytics tasks. Based on these mechanisms, the presented distributed
data analytics infrastructure is therefore flexible, configurable, dynamic and
resilient. Moreover, it is open source and provides Open APIs (Application
Programming Interfaces) that enable access to its functionalities. These fea-
tures make it unique and valuable for vendors and integrators of industrial
automation solutions.

6.1 Introduction

A large number of digital automation applications in modern shopfloors
collect and process large amounts of digital data as a means of identifying the
status of machines and devices (e.g., a machine’s condition or failure mode)

169
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or the context of industrial processes (e.g., possible defects in an entire
production process), including relevant events [1]. This context is accordingly
used to support decision making, including decisions that drive automation
and control operations on the shopfloor [2] such as the configuration of a pro-
duction line or the operational mode of a machine. Therefore, data analytics
operations are an integral element of most digital automation platforms [3],
which is usually integrated within automation and simulation functionalities.
In this context, the automation platform that has been developed in the
scope of the FAR-EDGE project includes also distributed data analytics
functionalities. In particular, the FAR-EDGE platform offers functionalities
in three distinct, yet complementary domains, namely Automation, Analytics
and Simulation [4]. The Analytics domain provides the means for collecting,
filtering and processing large volumes of data from the manufacturing
shopfloor towards calculating indicators associated with manufacturing per-
formance and automation. Analytics functions are offered by a Distributed
Data Analytics (DDA) infrastructure, which enables the definition, configu-
ration and execution of analytics functions at two different levels, namely:

e Local Level Analytics, i.e. at the edge of a FAR-EDGE deployment.
These comprise typically analytics functions that are executed close to
the field and have local/edge scope, e.g. they collect and process data
streams from a part of a factory such as data streams associated with
a station within the factory. Local Level Analytics in FAR-EDGE are
configured and executed by means of an Edge Analytics Engine (EAE),
which runs within an Edge Gateway (EG) and is a core part of the DDA.

e Global Level Analytics, i.e. concerning the factory as a whole and
spanning instances of local level analytics. In FAR-EDGE, global level
analytics combine information from multiple Edge Gateways (EGs) and
instances of the Edge Analytics Engine. They can be configured and
executed through an Open API. Global Level analytics are supported by
the ledge and the cloud infrastructures of the FAR-EDGE platform.

The distinction between edge/local and global/cloud analytics is very
common in the case of Big Data analytics systems (e.g. [5-7]). Moreover,
there are different frameworks that can handle streaming analytics at the edge
of the network, which is a foundation for edge analytics. The FAR-EDGE
DDA infrastructure goes beyond the state of the art of these Big Data systems
through employing novel techniques for the flexible configuration of edge
analytics and the synchronization of multiple edge analytics deployments.
In particular, the FAR-EDGE DDA includes an infrastructure for registering
data sources from the plantfloor, as well as for dynamically discovering them.
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Moreover, it includes a modular framework for the deployment of ana-
lytics functionalities based on a set of (reusable) processing libraries. The
latter can be classified in three main types of data processing functions, which
enable the pre-processing of data streams (i.e. pre-processing functions),
their data analysis (i.e. analytics functions) and ultimately the storage of the
analytics results (i.e. storage functions). In FAR-EDGE, edge analytics tasks
are described as combinations of various instances of these three processing
functions in various configurations, which are specified as part of relevant
analytics workflows.

In this context, different edge analytics tasks can be described using well-
defined configuration files (i.e. Analytics Manifests (AMs)), which reflect
analytics workflows and are amenable by visual tools. This facilitates the
specification and configuration of analytics tasks as part of the DDA. In
particular, solution integrators and manufacturers can flexibly configure their
analytics operations through defining proper AMs. Based on the use of
proper visual tools, such definitions can be performed with almost zero
programming, which is an obvious advantage of the FAR-EDGE DDA over
conventional edge analytics frameworks. Furthermore, the DDA leverages
several distributed ledger services for storing and configuring AMs across
different edge nodes, which provides a novel, secure and resilient way for
specifying and executing global analytics tasks.

This chapter is devoted to the presentation of the DDA infrastructure
of the FAR-EDGE project, which has been briefly introduced in [4]. This
chapter extends the work in [4] through providing more details on the design
and implementation details of the DDA platform. Special emphasis is put
in describing and highlighting the unique value propositions of the FAR-
EDGE DDA in terms of configurability, programmability and resilience. The
description includes dedicated parts for the Edge Analytics Engine (EAE) that
enable edge scoped analytics and for the Ledger Services for data analytics
configuration and synchronization that enable configurable global analytics.
Note also that the DDA infrastructure complies with the overall FAR-EDGE
reference architecture, which has been introduced in an earlier chapter, while
leveraging digital models that are presented in a subsequent chapter. Hence,
the present chapter does not detail the overall architecture of the FAR-EDGE
platform and the digital models that are used as part of it, since they are both
described in other parts of the book.

The structure of this chapter is as follows:

e Section 6.2 following the chapter’s introduction presents the main
drivers behind the development of a framework for DDA in industrial
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environments, through enhancing conventional and popular frameworks
for Big Data analytics and streaming analytics.

e Section 6.3 presents the overall architecture of the DDA, including its
main modules.

o Section 6.4 illustrates the edge analytics engine of the DDA, including
the anatomy of the analytics workflows.

e Section 6.5 presents the ledger services that enable the synchronization
of different manifests across edge nodes.

e Section 6.6 presents information about the open source implementation
of the DDA, including information about the underlying technologies
that have been (re)used.

e Section 6.7 is the final and concluding section of the chapter.

6.2 Requirements for Industrial-scale Data Analytics

As already outlined, most digital automation platforms need to process large
volumes of data (including streaming data) as part of wider simulation,
decision making and control tasks. Instead of implementing a data analytics
function for every new use case, digital automation platforms can offer entire
middleware frameworks that facilitate the distributed data analytics tasks
(e.g., [8-10]). These frameworks offer facilities for dynamically discovering
data sources and executing data processing algorithms over them. In princi-
ple, they are Big Data frameworks that should be able to handle large data
volumes that features the 4Vs (volume, variety, velocity and veracity) of
Big Data. Beyond these general and high-level requirements, the FAR-EDGE
DDA infrastructure has been driven by the following principles:

e High-Performance and Low-Latency: The FAR-EDGE DDA enables
the execution of data analytics logic with high performance, i.e. in a way
that ensures low-overhead and low-latency processing of data streams.
This is especially important towards handling high-velocity data streams
i.e. data with very high ingestion rates such as data streams stemming
from sensors attached to a machine.

e Configurable: The DDA is configurable in order to be flexibly adapt-
able to different business and factory automation requirements, such
as the calculation of various KPIs (Key Performance Indicators) for
production processes. Configurability should be reflected in the ability
to dynamically select the data sources that should be used as part of a
data analytics task.
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e Extensible: The DDA provides extensibility in terms of the supported
processing functions, i.e. to provide the ability to implement additional
data processing schemes based on fair programming effort. In the case
of FAR-EDGE, extensibility concerns the implementation of advanced
processing capabilities in terms of pre-processing, analyzing and storing
data streams.

e Dynamic: The DDA is able to dynamically update the results of the
analytics functions, upon changes in its configuration. This is essen-
tial towards having a versatile analytics engine that can flexibly adapt
to changing business requirements and production contexts in volatile
industrial environments where data sources join or leave dynamically.

e Ledger Integration: One of the innovative characteristics of the DDA
lies in the use of a distributed ledger infrastructure (i.e. blockchain-based
services) [11] towards enabling analytics across multiple EGs, as well as
towards facilitating the dynamic configuration of the data analytics rules
that comprise these analytics tasks.

¢ Stream Handling Capabilities: The DDA can handle streaming data
in addition to transactional static or semi-static data. This requirement
has been considered in the design and the prototype implementation
of the DDA infrastructure, which is based on middleware for handling
data streams.

Table 6.1 associates these design principles with some concrete imple-
mentation examples and use cases.

Table 6.1 Requirements and design principles for the FAR-EDGE DDA

Design Examples and use Cases DDA Implementation

Principles Guidelines

and Goals

High Complex data analyses over real-time Leverage high-performance

performance streams should be performed within data streaming technology as

and timescales of a few seconds. As an background for the EAE

Lowlatency example, consider the provision of implementation (e.g. ECI’s
quality control feedback about an streaming technology)

automation process in a station, based
on the processing of data from the
station. The DDA support the collection
and analysis of data streams within a
few seconds.

(Continued)
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Table 6.1 (Continued)

Design Examples and use Cases DDA Implementation

Principles Guidelines

and Goals

Configurable A manufacturer needs to calculate e Specify and implement
multiple Key Performance Indicators DDA as a programmable
(KPIs) such as indicators relating to & configurable engine,
quality control and performance of the which executes analytics
automation processes. The DDA should configurations specified in
flexibly support the on-line calculation appropriate files
of the different KPIs within the same (“manifests”).
instance of the EAE. To this end, the e Parse and execute the
EAE should be easily configurable to analytics rules of the
support the calculation of all desired configuration files,
KPIs, ideally with minimal or even zero without a need for
programming. explicitly programming
Configurability can be gauged based on these rules
the time needed to set up and deploy a
data analytics workflow comprising
several processing functions. The use of
EAE is destined to reduce this time,
when compared to cases where data
analytics are programmed from scratch
(i.e. without support from the EAE
middleware).

Extensible The EAE should be extensible in terms e Provide a library of
of data processing, data mining and analytics
machine learning techniques. For functions/capabilities and
example, in cases where deep learning integrate it within a
needs to be employed (e.g., estimation directory.
of a failure mode in predictive e Provide the means for
maintenance), the EAE must support discovering and using
the execution of machine learning analytics functions from
functions, including Al-based the library analytics
algorithms such as deep neural network. configurations.
The latter can, for example, support the
detection of complex patterns such as
production quality degradation patterns.

Dynamic The EAE should be able to deploy on Leverage multi-threading

the fly (i.e. hot deploy) different data
analysis instances. For example, when
new KPIs should be calculated,
calculation shall be done of the fly,
without affecting the rest of deployed
KPIs.

and hot deployment
capabilities of the selected
implementation
technologies.
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Table 6.1 (Continued)

Design Examples and use Cases DDA Implementation

Principles Guidelines

and Goals

Ledger The EAE must integrate functions from ¢ Represent analytics

integration the Ledger Services in order to: (i) configurations as smart
access configurations of analytics tasks contracts.
through ledger smart contracts, such as e Implement publishing
a large scale distributed analytics tasks; services driven by the
(ii) collecting and analyzing data from smart contracts and
multiple edge nodes/gateway through leveraging information
access to the publishing services. This from multiple edge nodes.

can be, for example, the case there data
analytics for calculating a product
schedule must be computed, as this is
likely to span multiple EGs.

Stream The EAE must be able to handle Leveraging streaming
handling data-intensive data streams such as handling and management
capabilities sensor data for predictive maintenance middleware of the ECI.

and data from other field devices for
quality control in automation.

6.3 Distributed Data Analytics Architecture

A high-level overview of the DDA Infrastructure is provided in Figure 6.1.
The DDA consists of wide range of components, which are described in the
following subsections.

6.3.1 Data Routing and Preprocessing

The Data Routing and Pre-processing (DR&P) component is in charge of
routing data from the data sources (i.e. notably industrial devices) to the Edge
Analytics Engine (EA-Engine). The component includes a Device Registry,
where the various device and data sources announce (i.e. “register”’) them-
selves, as well as the means to access their data (i.e. based on connectivity
details such as protocol, IP address and port). The registry makes the system
dynamic, as it ensures handling of all data sources that register with it.
Moreover, the component provides pre-processing capabilities, which allow
for transformations to data streams prior to their delivery to the EA-Engine.
Note that the DR&P component is edge-scoped i.e. it is deployed at an Edge
Gateway (EG). Likewise, the data sources that are registered and managed in
the registry concern the devices that are attached to the specific edge gateway
as well.
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Along with the Device Registry, the DR&P provides a Data Bus, which
is used to route streams from the various devices to appropriate consumers,
i.e. processors of the EA-Engine. Moreover, the Data Bus is not restricted to
routing data streams stemming directly from the industrial devices and other
shopfloor data sources. Rather it can also support the routing of additional
data streams and events that are produced by the EA-Engine.

6.3.2 Edge Analytics Engine

The EA-Engine is a runtime environment hosted in an EG, i.e. at the edge
of an industrial FAR-EDGE deployment. It is the programmable and config-
urable environment that executes data analytics logic locally to meet stringent
performance requirements, mainly in terms of latency. The EA-Engine is also
configurable and comprises multiple analytics instances that correspond to
multiple edge scoped analytics workflows.

As shown in Figure 6.1, the EA-Engine comprises several processors,
which implement processing functions over the data streams of the Data Bus.
As illustrated in a following paragraph, these processors are of three main

{open-api}

Figure 6.1 DDA Architecture and main components.
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types, including processors that store/persist data streams, processors devoted
to pre-processing functions, as well as processors in charge of data analytics.
Furthermore, the outcomes of the EA-Engine can be written to the Data Bus
in order to be consumed by other components and processing functions or
even written at local/edge data storage.

6.3.3 Distributed Ledger

The Distributed Ledger is used to orchestrate analytics functionalities across
multiple Edge Gateways. It is in charge of maintaining the configuration of
different analytics tasks across multiple EGs, which at the same time keep
track of their composition in factory-wide analytics tasks. Moreover, the
distributed ledger is used to compute the outcomes of factory-wide analytics.
Overall, the distributed ledger offers two kinds of services to the DDA,
namely Data Publishing Services that synchronize the analytics computations
and Configuration Services that synchronize the configuration of the analytics
services.

6.3.4 Distributed Analytics Engine (DA-Engine)

While the EA-Engine is in charge of data analytics at edge scope, the DA-
Engine is in charge of executing global analytics functions based on the
analytics configurations that reside in the distributed ledger. The DA-Engine
is configurable thanks to its interfacing with a set of data models that describe
the configuration of the DDA infrastructure in terms of edge nodes, edge
gateways, data sources and the processing functions that are applied over
them as part of the DA-Engine. To this end, the DA-Engine interfaces to a
models’ repository, which comprises the digital representation of the devices,
data sources and edge gateways that are part of the DDA. The Digital Models
are kept up to date and synchronized with the status of the DDA’s elements.
As such, they are accessible from the DR&P and EA-Engine components,
which make changes in the physical and logical configuration of the analytics
tasks. Note also that the DA-Engine stores data within a cloud-based data
storage repository, which is destined to persist and comprise the results of
global analytics tasks.

6.3.5 Open API for Analytics

The Open API for Analytics enables external systems to take advantage of
the DDA infrastructure functionalities, including both the configuration and
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execution of factory-wide analytics tasks, which span multiple edge gateways
and take advantage of the relevant EA-Engine instances. Using the Open API
any integrator of industrial solutions can specify and execute data processing
functions over data streams stemming from the full range of devices that
are registered in the device registries of the DR&P components of the DDA
infrastructure. As illustrated in the figure, this gives rise to the use of the DDA
infrastructure by third-party applications.

The following sections provide insights into the operation and novel
features of the EA-Engine and the Distributed Ledger, which endows the
DDA with modularity, extensibility and configurability.

6.4 Edge Analytics Engine

6.4.1 EA-Engine Processors and Programmability

One of the unique value propositions of the EA-Engine is that it is con-
figurable and programmable. These properties stem from the fact that it is
designed to handle analytics tasks that are expressed based on the combi-
nation of three types of processing functions, which are conveniently called
“processors”. The three types of processors are as follows:

e Pre-processors, which perform pre-processing (e.g. filtering) over data
streams. In principle, pre-processors prepare data streams for analysis.
A pre-processor interacts with a Data Bus in order to acquire streaming
data from the field through the DR&P component. At the same time, it
also produces and registers new streams in the same Data Bus, notably
streams containing the results of the pre-processing.

e Storage processors, which store streams to some repository such as a
data bus, a data store or a database.

e Analytics processors, which execute analytics processing functions
over data streams ranging from simple statistical computations (e.g.,
calculation of an average or a standard deviation) to more complex
machine learning tasks (e.g., execution of a classification function).
Similar to pre-processors, analytics processors consume and produce
data through interaction with the Data Bus.

Given these three types of “processors”, analytics tasks are represented
and described as combinations of multiple instances of such processing
functions in the form of workflow or a pipeline. Such workflows are described
through an Analytics Manifest (AM), which specifies a combination of the
above processors. Hence, an AM follows a well-defined schema (as shown
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Figure 6.2 Representation of an Analytics Manifest in XML format (XML Schema).

in Figure 6.2), which specifies the processors that comprise the AM. In
particular, an AM defines a set of analytics functionalities as a graph of
processing functions that comprises the above three types of processors and
which can be executed by the EA-Engine.

Note also that an AM instance is built based on the available devices, data
sources, edge gateways and analytics processors, which are part of the data
models of the DDA. The latter reflect the status of the factory in terms of
available data sources and processing functions, which can be used to specify
more sophisticated analytics workflows.

6.4.2 EA-Engine Operation

The EA-Engine provides the run-time environment that controls and executes
edge analytics instances, which are specified in AMs. In particular, the EA-
Engine is able to parse and execute analytics functions specified in an AM,
based on the following processes:
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e Parsing: The EA-Engine parses AMs and identifies the analytics
pipeline that has to be executed.

e Execution: The EA-Engine executes (applied) the analytic functions
that are identified following the parsing. Note that the EA-Engine
is multi-threaded and enables the concurrent (parallel) execution of
multiple analytics pipelines, which can correspond to different AMs.

Figure 6.3 illustrates an example topology and runtime operations for EA-
Engine. In this example, two streams (CPS1 and CPS2) are pre-processed
from Analytics Processor 1 (i.e. Pre-Processor) and Analytics Processor 2
(i.e. Pre-Processor) equivalently in order to enable the execution of an analyt-
ics algorithm that is in Analytics Processor 3, which is an Analytics Processor.
Finally, the pipelines ends-up storing the result to a Data Store based on
Analytics Processor 4, which is a Storage Processor. In this example, the
EA-Engine is set up and runs based on the following steps:

e Step 1 (Set-up): Based on the description of the topology and required
processors in the AM, the engine instantiates and configures the required
Analytics Processors. Note that the AM is built based on real informa-
tion about the factory, which is reflected in the digital models of the
DDA infrastructure.

e Step 2 (Runtime): Analytics Processor 1 consumes and pre-processes
streams coming from CPS1. Likewise, Analytics Processor 2 consumes
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Figure 6.3 EA-Engine operation example.
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and pre-processes streams coming from CPS2. In both cases, the streams
are accessed through the Data Bus.

e Step 3 (Runtime): Analytics Processor 3 consumes the produced
streams from Analytics Processor 1 and 2 towards applying the analytics
algorithm. In this case, the analytics processor cannot execute without
input for the earlier Analytics Processors.

e Step 4 (Runtime): Store Analytics Processor 4 consumes the data
stream produced from Analytics Processor 3 and forwards it to the Data
Store, which persists and data coming from Analytics Processor 4.

This is a simple example of the EA-Engine operation, which illustrates the
use of all three types of processors in a single pipeline. However, much more
complex analytics workflows and pipelines can be implemented based on
the combination of the three different types of processors. The only limiting
factor is the expressiveness of the AM, which requires that instances of the
three processors are organized in a graph fashion, with one or more processors
providing input to others.

Vendors and integrators of industrial automation solutions can take
advantage of the versatility of the EA-Engine in two ways:

e First, they can leverage existing processors of the EA-Engine towards
configuring and formulating analytics workflows in line with the needs
of their application or solution.

e Second, they can extend the EA-Engine with additional processing
capabilities, in the form of new reusable processors.

In practice, industrial automation solution integrators will use the EA-
Engine in both the above ways, which are illustrated in the following
paragraphs.

6.4.3 Configuring Analytics Workflows

Integrators can configure and execute edge-scoped analytics pipelines. The
configuration of a new pipeline involves the following steps:

e Discovery of Devices and other data sources registered in the device
registry. Analytics workflows can only take advantage of devices and
data sources that are registered with the DR&P component.

¢ Discovery of available processors, a list of which is maintained in the
EA-Engine. The rationale behind this discovery is to reuse existing pro-
cessors instead of programming new ones. Nevertheless, in cases where
the analytics workflow involves a processor that is not yet available,
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this processor should be implemented from scratch. However, every new
processor will become available for reuse in future analytics workflows.

e Definition and creation of the Analytics Manifest, based on the avail-
able (i.e. discovered) devices, data sources and processors. As already
outlined, an AM comprises a graph of processors of the three specified
types, defines the analytics results to be produced and specified where
they are to be stored. The specification of the AM can take place
based on the use of the Open API of the DDA. However, as part of
our DDA development roadmap, we will also provide a visual tool for
defining AMs, which facilitate zero-programming specification of the
edge analytics tasks.

¢ Runtime execution of the AM, based on the invocation of appropriate
functions of the EA-Engine’s runtime. This step can be implemented
based on the Open API of the DDA, yet it is also possible to execute it
through a visual tool.

6.4.4 Extending the Processing Capabilities of the EA-Engine

Integrators can specify additional processing functions and make them avail-
able for use as part of the EA-Engine. The extension process involves the
following steps:

e Implementation of a Processor Interface: In order to extend the EA-
Engine with a new processor, an integrator has to provide an implemen-
tation of a specific interface i.e. the interface of the processor. In practice,
each of the three processor types comes with its own interface.

o Registration of the Processor to a Registry: Once a new processor is
implemented, it has to become registered to a registry. This will make
it discoverable by solution developers and manufacturers that develop
AMs for their needs, based on available devices and processors.

o Using the processor: Once a processor becomes available, it can be used
for constructing AMs and executing analytics tasks that make use of the
new processor.

6.4.5 EA-Engine Configuration and Runtime Example

In this section, we use the topology illustrated in Figure 6.3 above in order
to provide a more detailed insight into the steps needed to configure the EA-
Engine, but also in order to illustrate the interactions between the various
components both at configuration time and at run time. As already outlined,
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the example involves two devices (CPS1, CPS2), which generate two data
streams under a topic each one named after their ID. We therefore need to:

e Apply some pre-processing to each one of the two streams (by Processor
1 and Processor 2).

e Apply an Analytics algorithm (Processor 3) to the pre-processed
streams.

e Persist the result to a Data storage (i.e. the Data Storage).

Figure 6.4 illustrates the steps required to register a new processor, build
the Edge Analytics configuration (AM), register it to the EA-Engine and
instantiate the appropriate Analytics Processors. In particular:

e The user of the EA-Engine (e.g. a solution integrator) registers new
Processors required to the Model Repository. To this end, it can use an
API or a visual tool.

e In order to set up an AM, all the available processors are discovered
from the Model Repository and all the available Data Sources (DSMs)
are discovered from the Distributed Ledger.

e The user has all the required information and with the help of the
Configuration Dashboards can now set up a valid AM flow for the four
Analytic Processors.

e The AM is set up based on a proper combination of devices data
streams and processors. In this example, the AM includes the required
configurations for Processor 1 (APM1), Processor 2 (APM2), Processor
3 (APM3) and Processor 4 (APM4).

@
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Figure 6.4 EA-Engine configuration example (Sequence Diagram).
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e The AM is accordingly sent to the EA-Engine, which instantiates the
four Analytic Processors.

o The output of the AM is automatically described in a new DSM, which is
registered to the Device Registry as a new Data Source and synchronized
with the Distributed Ledger through the Device Registry mechanisms.

e The capabilities of the new processor are also registered to the Dis-
tributed Ledger to enable the discoverability of the new processor for
future use.

Figure 6.5 illustrates the interactions between the EA-Engine compo-
nents, when the execution of the AM starts. These include:

o Instructing the EA-Engine to start the execution of the analytics task, as
specified in the analytics manifest (AM1). To this end, the EA-Engine
retrieves AM1 from the Distributed Ledger in order to instantiate the
processors that AM1 comprises.

o The EA-Engine instantiates each of the four EA-Processors described in
the AM1. Specifically:

o As part of the instantiation of Processor 1 (pre-processor), its
specification (APM1) contains the configurations of Processor 1,
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Figure 6.5 EA-Engine initialization example (Sequence Diagram).
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which includes data inputs, data outputs and processor attributes
required for the instantiation. The data type and data model of
CPS1 are retrieved from the Ledger Service in order to apply
the pre-processing properly. The processor data output description
is provided within a new DSM that is registered to the Device
Registry. Then, the EA-Processor (Processor 1) subscribes for
the “CPS1” data stream of the Data Bus to apply the required
pre-processing.

o As part of the instantiation of Processor 2 (pre-processor), its
specification (i.e. APM2) contains the configurations of Proces-
sor 2, which includes data inputs, data outputs and processor
attributes required for the instantiation. The data type and data
model of CPS2 are retrieved from the Ledger Service. Also, the
EA-Processor (Processor 2) subscribes for the “CPS2” data stream
of the Data Bus in order to apply the required pre-processing.

o As part of the instantiation of Processor 3 (analytics processor), its
specification (APM3) contains the configurations of Processor 3.
Processor 3 subscribes to the topics named after the IDs of Proces-
sor 1 and Processor 2 (“CPS1-Processed 1”” and “CPS2-Proceesed
27, respectively) in order to apply the required analytics.

o Finally, as part of the instantiation of Processor 4 (store processor),
its specification (APM4) is retrieved from the EA-Storage. Proces-
sor 4 subscribes to the topics named after the ID of Processor 3
(“CPS1-CPS2-Processed 3”) in order to store it to the data storage.

The runtime operation of the EA-Engine is further presented in
Figure 6.6, which illustrates the sequence of runtime interactions of the
components of the engine, following the conclusion of the above-listed
configurations. At runtime, all the different processors run continuously in
parallel until they are stopped from the end-user through a proper API
command or based on the use of the visual tool. In particular:

e Processor 1 gets notified every time new CPS1 data is published and
collects it. It applies the required pre-processing and pushes the pre-
processed data stream back to the data bus under the topic named after
its own ID (“CPS1-Processed 17).

e Processor 2 gets notified every time new CPS2 data is published and
collects it. It applies the required pre-processing and pushes the pre-
processed data stream back to the data bus under the topic named after
its own ID (“CPS2-Processed 27).
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Figure 6.6 EA-Engine runtime operation example (Sequence Diagram).

e Processor 3 gets notified every time new Processor 1 and Processor 2
data is published and collects it. It applies the required analytic and
pushes the processed data stream back to the data bus under the topic
named after its own ID (“CPS1-CPS2-Processed 3”).

o Processor 4 gets notified every time new Processor 3 data is published
and collects it. It pushes the collected data to the EA-Storage to be

persisted.

6.5 Distributed Ledger and Data Analytics Engine

6.5.1 Global Factory-wide Analytics and the DA-Engine

Given the presented functionalities of the EA-Engine, the DA-Engine enables
the combination and synchronization of data from multiple edge analytics
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pipelines towards implementing factory-wide analytics. At a high level, the
concept of global analytics workflows is similar to the one of edge analytics
ones. In particular, an Analytics Manifest (AM) is used to express an analytics
workflow based on the combination of analytics tasks that are configured
and executed at edge gateways based on properly configured instances of the
EA-Engine. To this end, a mechanism for constructing AMs that comprise
global analytics tasks is provided through the Open API of the DDA. In
particular, the Open API provides the means for creating, updating, deleting,
managing and configuring global analytics tasks based on the combination
and orchestration of edge analytics workflows.

At a lower level, the implementation of the AM configuration and
execution mechanism is offered in two flavours:

¢ A conventional edge computing implementation, which is subject to
conventional central control. It involves an analytics engine that com-
bines edge analytics workflows to global ones for a central orchestration
point. That is in line with the classical edge/cloud computing paradigm.

¢ A novel distributed ledger implementation, which is based on a dis-
ruptive cooperative approach without central control. This cooperative
approach is based on the deployment and use of ledger services in each
one of the edge nodes that participate in the DDA infrastructure. In
particular, ledger services are deployed in each of the edge gateways in
order to enable a consensus-based approach regarding the configuration
of the global analytics task, as well as its execution based on publishing
and combination of data from the edge gateways. Such a collaborative
approach is fully decentralized and hence does not provide a single point
of failure. Moreover, it can be generalized beyond edge gateways in
order to enable data analytics workflows that comprise data from field
objects (i.e. smart objects) and cloud nodes as well.

The next sub-section illustrates the scope and operation of these ledger
services, which enable a novel and more interesting approach to supporting
the functionalities of the DA-Engine.

6.5.2 Distributed Ledger Services in the FAR-EDGE Platform

For the implementation of the DA-Engine, we leverage the services of a
permissioned blockchain, rather than of one of the popular public blockchains
such as Bitcoin and Ethereum. The rationale behind this decision is that
permissioned blockchains provide the means for controlling participation and
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authenticating participants to the blockchain network, while offering superior
performance over public blockchains [12]. The latter performance is largely
due to the fact that peer nodes (i.e. participants) in these blockchains need not
employ complex Proof-of-Work (PoW) mechanisms. For these reasons, a per-
missioned blockchain is more appropriate for coordinating and synchronizing
distributed processes in an industrial context.

In this context, a Ledger Service is a Chaincode program for IBM’s
Hyperledger Fabric, which uses some of the utility services that are provided
by the FAR-EDGE platform. Chaincode is always designed to support a well-
defined, application-specific process. Hence, the DDA implementation is not
based on a generic Ledger Service implementation, but rather on application-
specific Ledger Service. Nevertheless, four categories of abstract services
are defined as part of the Ledger Tier of the FAR-EDGE Architecture,
namely Orchestration, Configuration, Data Publishing and Synchronization.
These categories are used to classify the application-specific implementations
of Ledger Services rather than to denote some general-purpose framework
services. In particular:

e Orchestration Services are related to edge automation workflows,
aiming at synchronizing distributed edge automation tasks in factory-
wide automation workflows.

e Data Publishing Services support edge analytics algorithms, through
the combination of multiple edge analytics pipelines in factory-wide
workflows.

e Synchronization Services enable the reconciliation of several indepen-
dent views of the same dataset across the factory.

o Configuration Services support the decentralized system administration.

Overall, these four categories of Ledger Services cover all the mandatory
platform-level functionality that is required for Edge Computing to deliver its
promises in a manufacturing context. The Distributed Ledger of the FAR-
EDGE platform can then be used to deploy any kind of custom Ledger
Service that meets the secure state sharing and/or decentralized coordination
requirements of user applications.

Any concrete Ledger Service implementation is responsible for
three things:

e Defining and managing a data model. While the global state of
the Ledger Service is automatically maintained in the background by
the DL-Engine — which logs every state change in the Ledger that is
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replicated across all the peer nodes of the system — the data model of
such state is shaped in code by the Ledger Service implementation itself.
Practically speaking, the data store of a Ledger Service is initialized
according to a specific data model by a special code section when the
instance is first deployed. Once initialized, no structural changes in the
data model occur.

¢ Defining and executing business logic. Application logic is coded in
software and exposed on the network as a number of application-specific
service endpoints, which can be called by clients. These service calls
represent the API of the Ledger Service. Through them, callers can
query and change the global state of the Ledger Service. The API can be
invoked by any authorized client on the network following some well-
documented calling conventions of the DL-Engine. Moreover, we have
implemented an additional layer of software in order to simplify the
development of client applications: each Ledger Service implemented
in the project comes with its own client software library — called Ledger
Client — which an application can embed and use as a local proxy of
the actual Ledge Service API. The Ledger Client provides an in-process
API, which has simple call semantics.

e Enforcing (and possibly also defining) fine-grained access and/or
usage policies. This is optional one, as a basic level of access control
is already provided by the DL-Engine, which requires all clients to
have a strong digital identity and be approved by a central authority.
When a more fine-grained control is required — e.g. an Access Control
List (ACL) applied to individual service endpoints — the Ledger Service
implementation is required to manage it as part of its code.

In the specific context of the FAR-EDGE Platform, peer nodes are
usually — but not mandatorily — installed on Edge Gateway servers, together
with Edge Tier components. This setup allows for DL clients that run on Edge
Gateways, like the EA-Engine, to refer to a localhost address by default when
resolving Ledger Service endpoints. However, this is not the only possible
way to deploy the Ledger Tier in FAR-EDGE-enabled system: peer nodes
can easily be deployed on the Cloud Tier to make them addressable from
anywhere or even embedded in Smart Objects on the Field Tier to make them
fully autonomous systems. In complex scenarios, peer nodes can actually be
spread across all the three physical layers of the FAR-EDGE architecture
(Field, Edge and Cloud), exploiting the flexibility of the DL enabler to its
full extent.
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6.5.3 Distributed Ledger Services and DA-Engine

The DA-Engine takes advance of two of the above-listed types of Ledger
Services, namely the Data Publishing and Configuration services. In partic-
ular, the DDA infrastructure implements Data Publishing and Configuration
services at the Ledger Tier, in order to configure factory-wide AMs and to
implement the respective analytics. In particular:

o Configuration Services: DDA configurations (i.e. AMs) are repre-
sented as smart contracts. Each smart contract is executed by the peers
(notably edge gateway) that participate in the configuration and execu-
tion of the factory-wide AM. A set of Configuration services (Ledger
Services) are used to ensure the configuration of the global analytics
manifest based on consensus across the participating nodes. In this case,
the distributed ledger is used as a distributed database that holds all the
analytics configurations (in terms of manifests and their component).
This allows the resilient configuration of global analytics without a need
for centralized coordination and control from a single point of (potential)
failure.

o Publishing Services: Publishing Services are implemented in order
to compute factory-wide analytics tasks, based on data streams and
analytics (i.e. processors) available across multiple instances of the EA-
Engine, which are deployed in different Edge Gateways (EGs). The EGs
act as peers in this case.
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6.6 Practical Validation and Implementation
6.6.1 Open-source Implementation

The DA-Engine is implemented as open-source software/middleware,
which is available at the FAR-EDGE github: https://github.com/far-
edge/distributed-data-analytics. In the absence of general-purpose Ledger
Services, the implementation includes the middleware for edge analytics
framework of Section 6.3, as well as an Open API for creating Analytics
Manifests for global, factory-wide analytics. Hence, a subset of the DDA
architecture has been actually implemented, which is shown in Figure 6.8.
As evident from the figure, the open-source implementation includes the
EA-Engine and the DA-Engine, without however general-purpose ledger ser-
vices, which is the reason why the Distributed Ledger database is not depicted
in the figure. In a nutshell, the implementation includes and integrates the
DR&P, the Data Bus, the Device Registry, the Data Storage (including both
cloud and local data storage) and the Model Repository components.
The structure of the open-source codebase is as follows:

e edge-analytics-engine, which contains the source code of the
EA-Engine component.

Figure 6.8 Elements of the open-source implementation of the DDA.
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Figure 6.9 DDA Visualization and administration dashboard.

e open-api-for-analytics, which contains the component that implements
and supports the Open API for Analytics.

e mgqtt-random-data-publisher, which contains an application that sim-
ulates the functionality of DR&P component in order to facilitate the
easier setup of simple demonstrators.

Furthermore, a set of administration dashboards that visualize the main
entities of the DDA have been implemented. It allows the monitoring and
the configuration of main entities like processors, data sources, devices and
manifests (see Figure 6.9).

6.6.2 Practical Validation

6.6.2.1 Validation environment

The DDA Infrastructure has been also validated in a pilot plant and specif-
ically in the pilot plant of SmartFactoryKL, which is a network with more
than 45 industrial and research organizations that support and use an Industrie
4.0 testbed in Kaiserslautern, Germany. In particular, we set up a relatively
simple analytics scenario over three Infrastructure Boxes (IB) of the pilot
plant. Each Infrastructure Box (IB) provides energy sensors information
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through an MQTT interface (Broker), where Data are provided every 60
seconds. The available energy information provided includes data about the
TotalRealPower, the TotalReactivePower, the Total ApparentPower, the Total-
RealEnergy, the TotalReactiveEnergy and the Total ApparentEnergy that are
consumed and used by the machine. The business rationale behind analyzing
this data is to help the plant operator in finding anomalies during production.
Indeed, with the power and energy values, it is possible to understand the
machine behaviour as well as the “response time” of each business process.
Moreover, the use of streaming processing and high-performance analytics
enables the identification and understanding of abnormalities almost in real
time.
The following components were deployed and used in the pilot plant:

e The Data Routing and Pre-processing (DR&PP) Component
(including device registry service), which forwards data generated by
Field sources.

e The Edge Tier Data Storage, which stores data stemming from the
EA-Engine and provides a result storage repository.

e The Model Repository, which supports the sharing of common digital
models, which are used from the various analytics components.

e The EA-Engine, which is the programmable and configurable environ-
ment that executes data analytics logic locally.

e The Analytics Processor, which implements the data processing func-
tionalities for an edge analytics task.

The components are deployed in a Virtual Machine (VM) provided within
the Smart Factory premises, which had access to data from the IB based on
the MQTT protocol. The DDA has been tested and validated in two different
scenarios, involving edge analytics and (global) distributed analytics. Various
test cases have successfully run and analytics results have been correctly
computed. The following subsections illustrate the setup of the EA-Engine
and the DA-Engine in the scope of the two scenarios.

6.6.2.2 Edge analytics validation scenarios

For the Edge Analytics, we provide the hourly daily consumption from
each Infrastructure Box for two parameters, namely TotalRealPower and
TotalRealEnergy. The following steps have been followed for setting up and
modelling the Edge Analytics scenario:

e IB Modelling: One Edge Gateway is built with each IB. The latter is
modelled in line with the FAR-EDGE digital models for data analytics.
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The respective data model is stored at the Data Model repository in
the cloud.

o IB Instantiation & Registration: The specified Data models are used
to generate the Data Source Manifest (DSM) and register it to each Edge
Gateway.

e Edge Analytics Modelling:The required processor is modelled with
the help of an Analytics Processor Definition (APD). In particular, the
following processors are defined: (i) A processor for hourly average
calculation from a single data stream and (ii) Processor for persisting
results in a MongoDB. The above information is also stored at the Data
Model repository in the cloud.

e Edge Analytics Installation & Registration: The specified Data
models are used to generate the Analytics Processor Manifest (APM)
for each required Processor, which is registered to the Edge Gateway.
The following processors are set up: (i) A Processor for hourly average
calculation from the TotalRealPower data stream; (ii) A Processor for
hourly average calculation from the TotalRealEnergy data stream; (iii)
A Processor for persisting results in the MongoDB of an EG in order to
support edge analytics calculations; and (iv) A Processor for persisting
results in a global (cloud) MongoDB in order to support (global) dis-
tributed analytics. Moreover, an AM is also created in order to combined
values and data from the instantiated processors. The AM is registered
and started through the API of the EG.

Following the setup and configuration of the system, runtime operations
are supported, including the following information flows:

e [Bs pushes the data to MQTT broker.

e The DR&P retrieves raw/text data from MQTT broker and pushes them
to an Apache Kafka Data Bus.

e The data are retrieved and processed from the Analytics Engine.

e The data are finally stored to the local Data Storage repository.

6.6.2.3 (Global) distributed analytics validation scenarios

For the Distributed Analytics validation, we provide the hourly daily con-
sumption from all IBs for the TotalRealPower and the TotalRealEnergy
parameters. The following steps are also needed in addition to setting up the
EA-Engine:

e Distributed Analytics Modelling: The required processors will be
modelled with the help of an Analytics Processor Definition (APD)
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construct of the FAR-EDGE data models. The processors that are set up
include: (i) A Processor for hourly average calculation for values from
a MongoDB and (ii) A Processor for persisting results in a MongoDB.
The above information is stored at the Data Model repository, which
resides on the cloud.

¢ Distributed Analytics Installation & Registration: The specified data
models are used to generate the Analytics Processor Manifest (APM) for
each required Processor and are registered to the Cloud. The following
processors are registered: (i) A Processor for hourly average calculation
from the TotalRealPower parameters for all IBs based on information
residing in the (global) MongoDB in the cloud; (ii) A Processor for
hourly average calculation from TotalRealEnergy for all IBs based on
information residing in the (global) MongoDB in the cloud; and (iii) A
Processor for persisting results in the (global) MongoDB in the cloud.
An Analytics Manifest (AM) will be generated for combining data
from the instantiated Processors. The AM will be registered and started
through the Open API of the DA-Engine.

6.7 Conclusions

Distributed data analytics is a key functionality for digital automation in
industrial plants, given that several automation and simulation functions rely
on the collection and analysis of large volumes of data (including streaming
data) from the shopfloor. In this chapter, we have presented a framework
for programmable, configurable, flexible and resilient distributed analytics.
The framework takes advantage of state-of-the-art data streaming frameworks
(such as Apache Katka) in order to provide high-performance analytics.
At the same time however, it augments these frameworks with the ability
to dynamically register data sources in repository and accordingly to use
registered data sources in order to compute analytics workflows. The latter are
also configurable and composed of three types of data processing functions,
including pre-processing, storage and analytics functions. The whole process
is reflected and configured based on digital models that reflect the status of
the factory in terms of data sources, devices, edge gateways and the analytics
workflows that they instantiate and support.

The analytics framework operates at two levels: (i) An edge analytics
level, where analytics close to the field are defined and performance and
(i) A global factory-wide level, where data from multiple edge analytics
deployments can be combined in arbitrary workflows. We have also presented
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two approaches for configuring and executing global level analytics: One
following the conventional edge/cloud computing paradigm and another that
support decentralized analytics configurations and computations based on the
use of distributed ledger technologies. The latter approach holds the promise
to increase the resilience of analytics deployments, while eliminated single
point of failure and is therefore one of our research directions.

One of the merits of our framework is that it is implemented as open-
source software/middleware. Following its more extensive validation and
the improvement of its robustness, this framework could be adopted by
the Industry 4.0 community. It could be really useful for researchers and
academics who experiment with distributed analytics and edge computing, as
well as for solution providers who are seeking to extend open-source libraries
as part of the development of their own solutions.
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This chapter describes the fundamental components of the Software
Development Kit architecture developed in Daedalus and its integration in
IEC-61499 paradigm, presenting the methodologies selected to face the
issues related to the control of aggregated Cyber Physical System (CPS).
The aim of the Software Development Kit is to help automation system
engineers to synthesize Hybrid Model Predictive Control for aggregated CPS
environment.

The guidelines of future development steps of the tool are described. The
SDK is composed of three main parts: On-line System Identification (OIS),
Online Control Modeller (OCM) and Online Control Solver (OCS). The first
one is dedicated to automatically infer the system’s model of aggregated
CPS from input and output measurements. OIS absolves two functions: in
a preliminary design phase, it is used in order to estimate a first model of
the system; successively during execution, it works in real time for tuning
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the parameter of the system in relation to input and output measurements.
The OCM is the main component of SDK and it contains direct interface
to modify and customize the parameters of controller to be designed, like
observer tuning, prediction horizon and so on. Moreover, the OCM is the
synergic element that orchestrate the work flow of OCS, which performs the
calculations during execution. The main computational aspects are related to
the requirements of the solution of an optimization problem in the reced-
ing horizon fashion: in each step, an MIQP problem must be solved in
the cycle time: an adequate solver is fundamental to realize Hybrid Model
Predictive Control.

7.1 Introduction

Part of the Daedalus project is dedicated to the design and implemen-
tation of the Software Development Kit (SDK) that provides helpful
tools to develop, implement and deploy advanced control system within
a distributed IEC-61499-based control framework, dedicated to automation
system engineers.

To such an aim, optimal orchestration of distributed IEC-61499
application is investigated and advanced control techniques as optimal control
and model predictive control are considered.

The main features of aggregated Cyber Physical System (CPS) are
evaluated to realize an advanced optimal control system: it exhibits, in
particular, both continuous and discrete variables to represent the aggregated
CPS. Straightforwardly, Hybrid system will be considered, and the various
modelling techniques are investigated in Section 7.2.

Another important feature of optimal orchestration of aggregated CPS is
the compliance with system constrains on both output variables, i.e. physical
limits, and manipulated variables, e.g. actuators saturation and limits. The
optimization of a measure of the performance of the system, i.e. the min-
imization of the cost function, is now a well-established approach in the
academia and in certain industries like the chemical and aerospace indus-
tries, which have to be widespread in every industrial sector. Therefore,
optimization-based control algorithms are investigated for the SDK. Among
these, Model Predictive Control stands out as the most promising, considering
that Receding Horizon approach offers a way to compensate for disturbances
on the system and model mismatch.
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Following the last decades of development of control theory, the most
suitable solution for above requirements and objectives is Hybrid Model
Predictive Control (Section 7.3.1). Indeed, this family of control method
guarantees in an implicit manner the respect of constrains and manages multi-
objectives control in an optimal way, thanks to Quadratic Programming solver
(details will be reported in further sections).

The aim of this chapter is to introduce and carry out an in-depth analysis
of the main components of the SDK of Daedalus. Figure 7.1 shows the idea of
optimal hybrid orchestrator for aggregated CPS. It is divided into three main
subcomponents: Online System Identification tool, Online Control Modeller
and Online Control Solver, which are discussed in the following sections.

Hybrid Model Predictive Control Toolbox

Hierarchically Aggregated CPS

Manipulated
Variables

Measurements

On-line Control Modeller %

On-line Control Solver

Figure 7.1 Schematic representation of Hybrid Model Predictive Control Toolbox.
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7.1.1 Hybrid Model Predictive Control SDK

The proposed reference framework is composed of three main parts (shown
in Figure 7.1). The first one is the On-line System Identification (OIS) tool,
which is able to deduce the model of complex Multi-Input Multi-Output
(MIMO) hybrid system. This data-driven tool uses input/output variables to
extrapolate mathematical model of the system and it is based on iterative
real-time procedure, and more details are reported in Section 7.4. The second
block is the Online Control Modeller (OCM), where, given a model from
the OIS, an optimal predictive controller able to orchestrate the aggregated
Cyber-Physical Systems is synthesized. The OCM is developed based on
latest paradigm of HMPC, explained in depth in Section 7.3. The last one
is Online Control Solver (OCS) that is strictly related to OCM. This solver
must be able to deal with Mixed-Integer Quadratic Problem (MIQP), to solve
optimal predictive control problem for hierarchically aggregated CPS with
quadratic function cost.

To such an aim, the proposed framework is developed to help control
engineer to easily create an optimal controller for complex distributed CPS
architecture. Each component will be developed with platform-independent
software (see Section 7.1.2), which must be flexible and easy to use in order
to create a standard procedure that deals with hybrid complex systems. More-
over, the resulting SDK will be integrated in a distributed IEC-61499-based
control architecture (see Figure 7.2).

As analysed in Section 7.3.3, the computational aspect cannot be
negligible; indeed, Mixed Integer Programming problem requires high
computational power to be solved in runtime. This is more critical when com-
plex systems require large controller bandwidth (Hz order): at 1 Hz, the OCS
has to solve a Mixed Integer Problem in less than a second. An additional
problem is the non-deterministic solving time of MIP. For the robustness of
the modelled controller, it is important to evaluate in simulation the worst
case of execution time and use a safety factor to evaluate a realistic and safety
bandwidth of the controller. To face this problem, virtual commissioning is
helpful: it is indeed possible to test control performance and its feasibility in
a virtual environment and tune all control parameters.

7.1.2 Requirements

The investigation on orchestration of hierarchically aggregated CPS
controller problems had led different needs. The basic development tools,
to be compliant with IEC-61499 [1] and to have a platform-independent
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Figure 7.2 Conceptual map of used software. In the centre, there is object-oriented pro-
gramming language that better supports an easy development and management between
different application’s needs.

toolbox, seem to be an object-oriented programming language used in cooper-
ation with nxtControl. The nxtControl respects each paradigm of IEC-61499
and allows to build easily distributed control system using function blocks
(for more details, see Section 7.5). The possible choice of object-oriented
programming language allows to have a wide range of tool easily integrated
in a single development environment. Object-oriented programming is easy
to use for the purpose of this SDK, and this programming paradigm allows
to develop effortlessly scalable and flexible software, independently from
the application.

The investigated programming languages are Python, C++ and JavaScript.
Even if the natural choice for a direct integration with nxtControl is C++,
Python environment allows a better abstraction layer and enables easily the
integration of a wide range of tools and libraries developed for optimization
solver and control system. Moreover, nxtControl is able to compile Python
with a wrapping toolkit, the computational time waste with the wrapper is
negligible with respect to the computational time due to Quadratic Problem
solver. This aspect conveys that choice of programming languages is not to
be restricted to a specified one.
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Another important benefit of possible Python’s choice is availability of
modelling and development environment of MIP solvers, both commercial
and free-licence for it. Gurobi [2] and CPLEX [3] are the most powerful and
optimized MIP commercial solvers [4], which have dedicated development
and modelling environments for Python, also in C++. These environments are
easy to configure and more important; they are easily integrable with hierar-
chically aggregated CPS controller. One limitation of industrial application is
the license cost, but the difference of solving time and robustness respect free-
ware is not negligible. Regarding this, further investigation and benchmark
will be done.

First release of the SDK will consider a centralized control scheme,
where the on-line system identification tool returns the system’s model.
Straightforward Online control modeller builds up, based on identified model,
a hybrid model predictive controller for the system with desired config-
uration. Finally, the proceeds controller sets up the online control solver
and performs the desired performances respecting the tuning parameters
chosen by the user, and moreover managing little modelling mismatching
and disturbance on input and measurements.

Figure 7.2 shows the framework of the proposed toolbox. It is possible
to see the different MIP solver and the Online Identification toolbox of the
SDK; on the right, the different objective platforms where proposed Hybrid
Model Predictive Controller will work are shown.

7.1.3 Hybrid System

The behaviour of physical phenomena can be represented by mathematical
models. When these models exhibit continuous variable (like differential
equation) and discrete/logical variables (like state machine), they are called
Hybrid System Models. Every physical phenomenon can be described at
different levels of detail; in applied science, it is possible to find various
models of the same process, in relation of what the model had to describe.
These models should not be too simple or too complicated. To formulate
these models, we describe with sufficient level of details the behaviour
of the physical phenomena efficiently by computational analysis point of
view. In the following sections, the report analyzes the trade-off between
simple and computational-light model with respect to more complex and
computational-heavy model.

In the last three decades, several computer scientists and control the-
orists have explored models describing the interaction between continu-
ous dynamics and logical components [5]. Such heterogeneous models
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X

Figure 7.3 Subsequence approximation of a non-linear system.

are denoted as hybrid models; they switch among many operating modes
described by differential equation, and mode transitions are triggered by
events like states crossing pre-specified thresholds.

Another kind of system that is agreeably represented by hybrid model is
non-linear system. Indeed, it is possible to represent non-linear system by a
piece-wise linearized model, which consists in a sequence linearization of
the system’s model around consecutive operating points (see Figure 7.3).
This kind of model representation is presented in Section 7.2.1, where its
behaviour is also shown. Indeed, the relationship between every working
mode is linear, whose slope changes in each region; this is called linearized
model of non-linear system and can be represented like a Hybrid system that
switches its operating mode.

7.1.4 Model Predictive Control

Model Predictive Control (MPC) arose in the late 1970s and has developed
continuously since then. The term MPC does not correspond to specific
control strategy, but fairly a wide range of control methods, which use
mathematical model of the process to obtain control signal by minimizing
an objective function.

Model Predictive Control is an advanced control technique that deter-
minates the control action by solving on-line, at every sampling time k,
an open-loop optimal control problem over a p-horizon (Equation (7.2)),
based on the current state of the system at k-sample. The optimization
generates an input sequence for the specified time horizon p. However, only
the first calculated input is applied to the system (Figure 7.4).
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Figure 7.4 Model Predictive Control scheme.
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Figure 7.5 Receding horizon scheme.

The ideas at the basis of predictive control methods are:

o Explicit use of model to predict the process output evolution at future
time instants (horizon).

e Calculation of control sequence minimizing an objective function.

e Receding strategy. As shown in Figure 7.5, at each sample time, the
control computes the optimal sequence of control signal that minimizes
the objective function along the horizon, but only the first control signal
is applied to the system. This routine is called receding horizon strategy.

There are many successful applications of predictive control in use nowadays
from process industry [6] to robots [7] through cement industry, chemical
industry [8] or steam generation [9]. The good performance of these applica-
tions shows the capacity of the MPC to achieve highly durable and efficient
control systems.
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Moreover, MPC allows to adjust simultaneously all inputs to control
all outputs, while accounting for all process interactions. As a result, MPC
can take actions that improve plant performance that a more skilled and
experienced operator can achieve.

Moreover, Model Predictive Control is able to consider limitations or
constraints of the system, like saturation of actuators and/or physical con-
straints on output or state variables, directly in the problem formulation.
This behaviour is a fundamental improvement that respects classical optimal
control (like Linear Quadratic Regulator); in this way, the controller is able to
calculate the optimal sequence of control actions that minimize a given cost
function, respecting each specified constraint.

The most useful model formulation is the state-space form. This for-
mulation is very helpful in both identification problem and optimal control
problem. This modelling environment allows to easily relate inputs, outputs
and states variable. In discrete time space for continuous variables, the
formulation is (Equation (7.1)):

{:U(k +1) = Az(k) + Bu(k)

y(k) = Ca(k) + Du(k) (7.1)

where z(k) in R™ is a vector of the state variables, u(k)in R™ are
the input variables and y(k) in RY are the output variables. The matrices
A, B, C and D have proper dimensions. In MPC framework, the control
goals, such as the tracking of a reference or the satisfaction of constraints,
are formulated as a numerical optimization problem. In most cases, this
problem is represented as a Quadratic programming (QP) problem. For such
an optimization problem, the cost function is the sum of individual terms
that express various control requirements. The objective function is generally
composed as follows (Equation (7.2)):

ZH (k+0)—u) g, +ZH (k+) =),

+ Z I(Au(k+i)llgy, . (7.2)

i=1

where N={1, 2,00} represents norm-type that defines the type of minimiza-
tion problem. A linear problem is defined if N={1,00} and quadratic if
N=2. P is the prediction horizon that will be considered. (), A, are
positive defined matrices, also called weight matrices of different objectives
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Figure 7.6 Flow of MPC calculation at each control execution.

of the controller: thanks to these parameters we can tune the controller. For
example, if it is not important to control the first output y;, it is possible to
easily set (), = 0, and the same action will be applied for other weights.

Overall, the flow of computation for a typical MPC problem is repre-
sented in Figure 7.6.

7.2 Hybrid System Representation

During the last decades, Hybrid system arose naturally its interest in the
scientific and research community. Many applications of hybrid system mod-
elling in key areas were presented, such as automotive system [10] or power
system [11].

A demonstration of considerable interest in hybrid system is the number
of periodic conferences and entire session in major conferences completely
devoted to them.

Moreover, this research field is relatively open to new advances. New
approaches to mathematical representation of hybrid system have just
appeared and a growing interest in applications is straightforward.

Hybrid systems are dynamic systems with both continuous states,
discrete-states and event-variables. Consequently, a hybrid system provides
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a perfect structure to represent large plant of industrial process, which can
be seen globally like an agglomeration of subsystems working in different
modes, switching along the plant operation points. For example, the mathe-
matical car’s model with gear shift has different traction force curves related
to selected gear [12]. To consider these different dynamics behaviour in a
unique model, hybrid system modelling is mandatory. Moreover, hierarchical
systems can be modelled as hybrid, in which lower components are described
by continuous variables and higher-level blocks are governed by logic or
decision modules.

Different kinds of models can be used to describe hybrid system. For
control purpose, hybrid modelling techniques have to be descriptive enough
to capture the behaviour of the interconnections between logic components
(automata, switches, software code) and continuous dynamics (physical
laws). Simultaneously, the model must to be simple enough to solve analysis
and synthesis problems.

The state of the art of hybrid system modelling can be summarized
in two main groups (Figure 7.7): the more used piecewise affine (PWA)
system [13], mixed logical and dynamical (MLD) models [14] and hybrid
automata (HA) [15]; and less used linear complementarity (LC), extended
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Figure 7.7 Schematic representation of hybrid system.
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linear complementary (ELC) system and max-min-plus-scaling (MMPS)
systems [16].

In detail, as proved in [16], all those modelling frameworks are equivalent
and it is possible to describe the same system with models of each class.
This characteristic is useful, for example, as each formulation offers some
advantages in one particular situation: MLD framework is the best for the
optimization of the system, while stability and robustness are more easily
proved in a PWA formulation.

Hybrid system modelling allows to describe a variety of different kinds
of systems, for example, it is possible to deal with complex system like
switched dynamics system. Moreover, a hybrid model can describe the com-
plete dynamics of the system and consider different aspects of the same
system that works in different ways. For example, when a robot works in a
cooperative environment, this type of modelling technique is able to consider
each different dynamic, like free motion, contact with operator, different
payloads applied at end-effector, etc.

Another kind of system that can be modelled as hybrid system is non-
linear system. A common method to face non-linear system consists of piece-
wise linearization around consecutive operating points. The output of this
procedure is a PWA model (see Equation (7.3)).

The main advantage of using this kind of modelling system to syn-
thesise a Model Predictive Control (MPC) is that the controller, when is
calculating predicted outputs, is able to consider each different dynamics
included in the model and optimize the control action in order to minimize the
functional cost (i.e. minimize energy consumption, control action magnitude
or tracking error).

7.2.1 Piece-Wise Affine (PWA) System

PWA systems representation is the most studied form of hybrid systems.
A PWA system is defined as (Equation (7.3)):

z(t + 1)=Az(t)+Biu(t)+ f!

. A or |x(t),u(t)] € xi 7.3
{y(t):%(mgl for o), ut) € xi (@3)

where z(t) € R™, u(t) € R™andy(t) € R" denote the state and the input
and output vectors. {x;};_, is a convex polyhedral partition of the states and
input space (i.e. see Figure 7.8). Each x; is given by a finite number of linear
inequalities.
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Figure 7.8 Polyhedral partition representation of a hybrid model. It is possible to see 13
partitions that divide the input state space into 13 pieces-wise sub-systems (using MatLab
2017b).

7.2.2 Mixed Logical Dynamical (MLD) System

In ref. [14], a new type of hybrid systems representation has been defined,
in which logic, dynamics and constraints are integrated.
The MLD description is (Equation (7.4)):

z(k+1)=Az(k)+Biu(k)+B2d(k)+Bsz(k)
y(k)=Cz(k)+Diu(k)+D20(k)+D3z(k) (7.4)
Es > Eyz(k)+Eou(k)+Esd(k)+Esz(k)

where z(k) = [2I'(k),z] (k)] with z,(k) € R™ and xp(k) € {0,1}";
y(k) = [y} (k),y; (k)] with y,(k) € R™ and yy(k) € {0,1}™; u(k) =
[wl'(k),ul (k)] with u,(k) € R¥ and u,(k) € {0,1}%. z(k) € R and
d(k) € {0, 1} are auxiliary variables that are used to represent the switching
between different operating modes.

The inequalities have to be interpreted component-wise, and they define
the switching conditions of different operating modes. The construction
of this inequality is based on tools able to convert logical facts involving
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continuous variables into linear inequalities (for more details, see [17]). This
tool will be used to express relations describing the evolution of systems
where physical laws, logic rules and operating constrains are interdependent.

Equation (7.4) commits linear discrete-time dynamics for the first two
equations. It is possible to build up another formulation describing continuous
time version by substituting x(k + 1) by x(¢) or a non-linear version by
changing the linear equation and inequalities in (7.4) to more non-linear
functions. However, in this way, the problem becomes hard tractable by a
computational point of view, and more in general, the MLD representation
allows to describe a wide range class of systems.

MLD models are successful thanks to good performance in computation
aspect. The main claim of their introduction was the easy handling of non-
trivial problems, for the formulation of Model Predictive Control for hybrid
and non-linear system. This formulation performs well when it is used
together with modern Mixed-Integer Programming (MIP) solver for synthe-
sizing predictive controller for hybrid systems, as described in Section 7.4.1.

Note that the class of Mixed Logical Dynamical systems includes the
following important system classes:

e Linear systems;

e Finite state machines;

e Automata;

o Constrained linear systems;
e Non-linear dynamic systems.

In fact, the next section introduces the equivalence between different hybrid
system representations and it underlines the potential of MLD models (in
Figure 7.9, it is possible to see the interconnection between MLD and other
system representation models).

(1)
@i‘.‘@
() oy

Figure 7.9 Graphic scheme of the links between the different classes of hybrid. The arrow
from A to B classes shows that A is a subset of B.
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7.2.3 Equivalence of Hybrid Dynamical Models

In ref. [16], there are different demonstrations of equivalence between each
hybrid system model, summarized in Figure 7.9. For some transformations,
additional conditions like boundedness of the state and input variables or
well-posedness have to be made. Typically, the more frequent condition
is that the polyhedral partition of input-state space must be univocally
defined, i.e. with no overlapping between different ;. These requirements are
fundamental in that case where, for example, in PWA or MLD, the modelling
framework does not allow overlapping of sub-set of state-input space.

These equivalences are fundamental to demonstrate the properties of
different hybrid models and commonly use stability analysis on a single
representation, translating its effects on another modelling system.

7.3 Hybrid Model Predictive Control

Dealing with control of hybrid systems is an open field of research in both
academia and industrial world. Model predictive control based its main
advantage on the prediction of future outputs, which requires a model that
considers the evolution of the system. In case of hybrid systems, discrete
variables must be included. For this aim, the modelling frameworks described
in Section 7.2 have to be considered.

7.3.1 State of the Art

Model predictive control was proposed for the first time in the late 1970s by
Richalet et al. [9], who predicted future outputs in a heuristic manner. During
that time, the application field of MPC was process industry, from chemical
to oil and gas extraction through pharmaceutical industries.

Since then, model predictive control has been extended to a wide range of
control problems. During the 1990s [18], the academics world was interested
on stability analysis, because it is a very challenging problem not only for
control engineers but also for mathematicians. Control engineers moved their
focus to large systems, where both continuous and discrete variables describe
the model of the system, therefore requiring a hybrid model predictive control
solution [14]. HMPC consists in a repetitive solution of a Mixed-Integer
Programming (MIP) problems, where variables could be both continuous and
discrete. If the objective function is quadratic, these problems are classified
as Mixed Integer Quadratic programming (MIQP) or Mixed Integer Linear
programming (MILP), if a linear objective function is used.



214 Model Predictive Control in Discrete Manufacturing Shopfloors

MILP and MIQP problems are much more difficult to solve than a linear
or quadratic programming problem (LP or QP), and some properties like
convexity are lost (see ref. [19] for a more detailed description).

The computational load for solving an MIP problem is a key issue, as a
brutal force approach consists of the evaluation of every possible combina-
tion. The optimal solution would be to solve every QP or LP related to all
the feasible combinations of discrete decision variables. The solution is the
minimum of all the computed solution of QP/LP problems. For example, if
all the discrete decision variables are Boolean, then the number of possible
LP/QP problems is 2"(n_b). Fortunately, there exists an entire research field
on this topic and nowadays, there is a wide range of commercial solvers able
to deal with MIP problem in a very fast way. These software are mainly based
on branch and bound methods [20]; the most known and used are CPLEX
(ILOG Inc. [3]), GLPK (Makhorin [21]) or GUROBI [2] for which APIs for
many programming languages are available.

The application of the Model Predictive Control arose in the early 1990s.
One of the first fundamental studies was made by Bemporad and Morari [14]:
they proposed a rigorous approach to mathematical modelling of hybrid sys-
tem where it is possible to obtain a compact representation of system called
Mixed Logical Dynamical (MLD, see Section 7.3.2). Then, following the
optimization step, it is possible to synthesize an optimal constrained receding
horizon control. This methodology is helpful to optimize and orchestrate both
large systems with mixed-variables and non-linear systems linearized around
sequential operating points.

As in birth of MPC, the first implementation was in the field of refinery
and chemical process. In these fields, Model Predictive Control was already
a standard, and the possibility to build up a unique mathematical model
that represents the whole system, like plant with all its components, and
synthesize a unique controller able to find the optimal solution that respects
every specified constrain was a revolution. In the next section, we deeply
explore the issues and limits of Hybrid Model Predictive Control, which
are roughly synthesizable in computational time and computational power.
In that period, the solution of this problem was overcome by using off-
line optimization, also called Explicit MPC. This control method is able to
properly work only in a predetermined range of variable states: in fact, the
on-line optimization was replaced by an off-line optimization, summarized
in a lookup table. Using this methodology, the application of Hybrid MPC
could be extended to mechanical and mechatronics system, where the cycle
time can be very small. Some applications are summarized in refs. [10-12].
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Indeed, in refinery and chemical process or more generally in process
industry, the sampling time of the controller is in minutes-order. Since the
solution of Mixed-Integer Programming problem is feasible, in these fields, it
is used as industrial standard. However, in the last two decades, from ref. [14],
the computational power of embedded micro-processor or Industrial PC has
grown exponentially, as Moore’s law said, and the commercial MIP solvers
increase their “power” dramatically. These evolutions allow to rethink to
Hybrid MPC with on-line optimization applied to fast system, with sampling
time in the range of a few seconds. The aim of this study is to build a standard
method to synthesize Model Predictive Control for hybrid system (aggregated
CPS too) and have the opportunity to test a possible on-line execution of
the controller, in order to understand the minimum sampling time of the
controller. This possibility is a killer-feature in refinery and chemical process
where Hybrid MPC already is in use, but there is not a powerful and standard
tool able to help control’s engineers to design HMPC for process industry.
Otherwise, in the mechanical and mechatronics system control field, this tool
can be revolutionary because it simplifies the design of the controller and
standardizes it: in this way, the focus to realize a feasible controller is moved
on MIP solving time. In addition, the designer can check in a meticulous,
but fast, way the feasibility of the Hybrid Model Predictive Control and
its performance.

7.3.2 Key Factors

In the last decades, since the introduction of MPC in control theory, a wide
variety of application has been presented. All these applications are related
to notable capabilities of fitting the control goals. Indeed, this methodology
is able to realize very smooth and precise control. Moreover, MPC is capable
of being tuned in a straightforward way in relation to desired performance
of the system. As described in Section 7.2, a typical function cost contains
different weights, which offer the possibility to tune the performance of
the controller, easily to tune also for non-technical people. Moreover, the
definition of constrains is direct in the optimization problem and it is simple
to impose constraints on Manipulated Variables (MVs) and Output Variables
(OVs), which means limits on actuator saturation, dynamical constrain on
actuators and physic limits of the controlled system.
Summarizing the benefit of Model Predictive Control:

e Most widely used control algorithm in material and chemical processing
industries [22];
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e Increased consistency of discharge quality. Reduced off-specs prod-
ucts during grade changeover. Increased throughput. Minimizing the
operating cost while meeting constrains (optimization, economic) [23];

e Superior for process with a large number of manipulated and controlled
variables (multivariable, strong coupling) [24];

o Allows constraints to be imposed on both MVs and CVs. The ability to
operate closer to constraints and over those (soft constraints);

o Allow time delays, inverse response, inherent non-linearities (difficult
dynamics), changing control objectives and sensor failure (predictive);

e Optimal rejection to modelling error and disturbances;

e Multi-objectives control technique [25].

7.3.3 Key Issues

The basic issue of Hybrid MPC, and MPC in general, is related to the
computational time needed to solve in real time the optimization problem.
Indeed, when dealing with a large and fast system, the model of the system
becomes really complex and the required closed loop time very precise and
the online optimization is not achievable. In order to minimize the problem
caused by large system, a pre-stored control allocation law can be used to
avoid increased number of decision variables and increased solving time.
This technique is known as Explicit Model Predictive Control [26], where
the controller creates a look-up table during off-line simulation and uses it
during the execution time. This method is able to avoid the main drawback of
MPC removing the optimization procedure that is very time-consuming. This
benefit enables the use of MPC, and mainly Hybrid MPC, inside application
with very high sampling rates.

Another important issue is the difficulty to demonstrate the robustness of
the control respect to the classical robust control technique like H_oco [27].
A possible solution of this issue is to couple with the MPC controller an
Online system identification tool, as it is shown in Errore. L’origine riferi-
mento non ¢ stata trovata., that is able to realize a more robust control. This is
because the online system identification checks and tunes the system model
recursively, compensating modellation errors.

7.4 ldentification of Hybrid Systems

The design of a hybrid model predictive controller needs to describe the plant
dynamics in terms of a hybrid linear model, which is used to simulate the
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plant behaviour within the prediction horizon. As known, there are basically
two ways to construct a mathematical model of the plant:

e Analytic approach, where models are derived from first-principle
physics laws (like Newton’s laws, Kirchhoff’s laws, balance equations).
This approach requires an in-depth knowledge and physical insight into
the plant, and in the case of complex plants, it may lead to non-linear
mathematical models, which cannot be easily expressed, converted or
approximated in terms of hybrid linear models;

e System identification approach, where models are derived and validated
based on a set of data gathered from experiments. Unlike the analytic
approach, the model constructed through system identification has a
limited validity (e.g., it is valid only at certain operating conditions
and for certain types of inputs) and it does not give physical insights
into the system (i.e., the estimated model parameters may have no
physical meaning). Nevertheless, system identification does not need,
in principle, in-depth physical knowledge of the process, thus reducing
the modelling efforts.

In this project, hybrid linear models of the process of interested will be
derived via system identification, and physical insights into and knowledge
of the plant will be used, if needed, to assist the whole identification phase,
such as choosing the appropriate inputs to perform experiments, choosing the
structure of the hybrid model (defined, for instance, in terms of number of
discrete states and dynamical order of the linear subsystems), debugging the
identification algorithms and assessing quality of the estimated model.

The following two classes of hybrid linear models will be considered,
which mainly differ in the assumption behind the switches among the
(linear/affine) time-invariant sub-models:

e Jump Affine (JA) models, where the discrete-state switches depend on
an external signal, which does not necessarily depend on the value of
the continuous state. The switches among the discrete states can be
governed, for instance, by a Markov chain, and thus described in terms
of state transition probabilities. Alternatively, in deterministic jump
models, the mode switches are not described by a stochastic process,
but they are triggered by or associated to determinist events (e.g. gear
or speed selectors, evolutions dependent on if-then-else rules, on/off
switches and valves). In this chapter, we will focus on the identification
of deterministic jump models. Stochastic models might be considered at
a later stage, only if necessary.
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Figure 7.10 Example of a three-dimensional PWA function y = f(z1, z2).

o Piece-Wise Affine (PWA) models, where the active dynamic affine
sub-model at each time instant only depends on the value of the
continuous state. More specifically, in PWA models, the (continuous)
state space is partitioned into a finite number of polyhedral regions
with non-overlapping interiors, and only one dynamical affine model
is associated to each polyhedron. PWA models can be used to accurately
describe dynamical systems that evolve according to different dynamics
depending on the specific point in the state-input space (e.g. a bouncing
ball or switching feedback control laws where the switches between the
controllers depend on the state of the system). Furthermore, thanks to
the universal approximation property of PWA maps, PWA models can
be also used to approximate non-linear/non-smooth phenomena with
an arbitrary degree of precision [28]. For the sake of visualization,
an example of a three-dimensional PWA function, defined over four
polyhedral regions of the state space, is plotted in Figure 7.10.

Note that Jump models and PWA models can be also combined to describe,
for instance, finite state machines (with linear dynamics at each mode), where
the mode transition depends on both an external event and the current value
of the continuous state, input and output.

In the following, we formalize the hybrid system identification problem
and discuss its main challenges. Finally, we provide an overview of the
algorithm that will be used and implemented in the DAEDALUS platform,
for the identification of both Jump Affine and PWA models.
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7.4.1 Problem Setting

Let us consider a training dataset of input/output pairs D = {u(t), y(t)}X,
(generated by the plant we would like to model), where ¢ denotes the time
index, u(t) € Rnu and y(t) € Rny are the input and output of the system
at time ¢, respectively, and NV is the length of the training set. Our goal is
to estimate, from the considered training set D, a hybrid linear dynamical
model approximating the input/output relation of the system and described
in the input/output Auto-Regressive with Exogenous input (ARX) form
(Equation (7.5)):

()= Opa(t) (1.5)

where (t) € Rny is the output of the estimated model, s(¢) € {1,...,5}
is the active mode at time ¢ (i.e. the value of the discrete state at time ¢) and
z(t) € X C Rnux is the regressor vector containing past values of the input
and of the output (Equation (7.6)), i.e.

o) =1yt —1) ...yt —n)u®)ut —1)ult —np)] (7.6)

for some fixed values of n, and n;, and ©5 € Rny,nx (withs = 1,...,59)
is the parameter matrix describing the linear sub-model associated to the
discrete state s.

The identification of a hybrid linear dynamical model (Equation (7.5))
thus requires: (i) choosing the number 5 of modes (i.e. size of the discrete
state); (ii) computing the parameter matrices O (with s = 1,...,3) charac-
terizing the affine sub-models; (iii) finding the hidden sequence of discrete
states {s(t)X_; } and (iv) in the case of PWA model identification, finding the
polyhedral partition of the regressor space X where the affine sub-models are
defined.

When choosing the dimension s of the discrete state, one must take into
account the trade-off between data fitting and model complexity. For small
values of s, the hybrid model cannot accurately capture the non-linear and
time-varying dynamics of the system. On the other hand, increasing the
number of modes also increases the degrees of freedom in the description of
model, which may cause overfitting and poor generalization to unseen data
(i.e., the final estimate is sensitive to the noise corrupting the observations),
besides increasing the complexity of the estimation procedure and of the
resulting model. In the identification algorithms, which will be developed
during the project, we will assume that s is fixed by the user. The value of
s (as well as the values of the parameters na and nb defining the dynamical
order of the affine sub-models) will be chosen through cross-validation, with
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a possible upper-bound dictated by the maximum tolerable complexity of the
estimated model or by some physical insight into the system.

Fitting-Error Minimization

The hybrid linear model structure in Equation (7.5) suggests to formulate the
identification of the hybrid models as the following fitting-error minimization
problem

N
) 1
min > y(t) = Ospz(t)]3 (1.7)
{95}2:1 t=1
{s()}L,
which aims at minimizing, over the parameter matrices O, (with s =
1,...,5) and the discrete state sequence {s(t)}\,, the power of the error

between the measured output y(t) and the model output ()= O 44z (t).

In the cases where the discrete state sequence {s(t)}Y; is exactly known
(e.g. when s(t) is associated to the gear number in a car or to an external
switching signal controlled by the user, or, for PWA models, the partition
of the regressor space X is fixed a priori), the fitting-error minimization
problem (7.7) becomes a simple linear regression problem, and the parameter
matrices Og (with s = 1,...,3) defining the affine sub-models can be easily
estimated through standard least squares, i.e.

N

A 1

O, = argmin — " Is = sO}y(t) — Osr®l}  (7.8)
s t=1

with I{s=s(t)} denoting the indicator function, i.e.

1 if s=s(t)

7.9
0 otherwise (7.9)

ris=s(t)={
Namely, in computing an estimate of O, through Equation (7.8), only the
regressor/output pairs (z(t), y(t)) such that s=s(t) are considered.

In the more general case, where the discrete state sequence {s(t)}¥, is
not available, the identification of hybrid models becomes NP hard (strictly
speaking, Equation (7.8) is a mixed-integer quadratic programming prob-
lem, which might be computationally intractable, except for small-scale
problems). Furthermore, besides reconstructing the discretel state sequence
{s(t)}, and estimating the parameter matrices O (with s = 1,...,3), the
identification of PWA models also requires to compute a polyhedral partition
of the regressor space X.
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7.4.2 State-of-the-Art Analysis

Several heuristics have been proposed in the literature to overcome the
challenges encountered in hybrid system identification (see [29, 30] for an
exhaustive overview of algorithms for identification of Jump Affine and PWA
models). Among the proposed algorithms, we have analyzed:

e the bounded-error approach [31], which addresses the identification of
Jump Affine models under the assumption that the noise corrupting
the output observations y(t) is norm-bounded (with known bound).
The goal is to estimate the set of all model parameters O, which
are compatible with the a-priori assumptions on the noise bound, the
chosen model structure and the observations. A polynomial optimization
problem is formulated, whose solution is approximated through convex-
relation techniques based on the theory of moments [32]. This approach
turns out to be very sensitive to outliers (i.e. noise outside the supposed
bounds) and conservative if a large bound on the noise is assumed.
Furthermore, it suffers from high computational complexity because
of the high computational burden of the employed theory-of-moment-
based relaxation;

e the sparse optimization-based approaches [33] and [34], which address
the segmentation of linear models by formulating an optimization
problem penalizing the fitting error and the number of switches among
the affine sub-models. Therefore, these methods are suited only for Jump
Affine systems with infrequent switches;

e the mixed-integer quadratic programming approach [35], which
addresses the identification of PWA systems using hinging-hyperplane
ARX models and piecewise affine Wiener models. A mixed-integer
quadratic programming problem is formulated (similar, but not exactly
equal to (6.3)) and solved through brunch-and-bound. Unfortunately,
the number of integer variables increases with the number of training
samples, limiting the applicability of the method to small-/medium-scale
problems;

e the two-stage clustering based approach [36], which can be used for
both Jump Affine and PWA model identification. At the first stage, the
regressor observations are clustered by assigning each data-point to a
sub-model through a k-means-like algorithm, and the affine sub-model
parameters ©; are estimated at the same time. In the case of PWA
identification, a second stage is performed to compute a partition of the



222 Model Predictive Control in Discrete Manufacturing Shopfloors

regressor space X. Although ref. [36] is able to handle large training
sets, poor results might be obtained when the affine local sub-models
are over-parameterized (i.e. large values of the parameters na and nb in
the definition of the regressor (6.2) are used), since the distances in the
regressor space (namely, the only criterion used for clustering) turns out
to be corrupted by redundant, thus irrelevant, information;

o the recursive two-stage clustering-based approach [37], which is based
on the same two-stage clustering philosophy of [36], is suited for both
Jump Affine and PWA model identification. The proposed approach con-
sists of two stages: (S1) simultaneous clustering of the regressor vector
and estimation of the model parameters O, (s = 1,...,3). This step is
performed recursively by processing the training regressor/output pairs
sequentially; (S2) computation of a polyhedral partition of the regressor
space through efficient multi-class linear separation methods. This step
is performed either in a batch way (i.e. offline) or recursively (i.e. on-
line). Note that stage S2 is required only for PWA system identification.
Because of its computational efficiency and the possibility to be used
both for batch and recursive identification, we have decided to use and
implement this algorithm in the DAEDALUS project. Further details on
this algorithm are discussed below.

7.4.3 Recursive Two-Stage Clustering Approach

The main ideas behind the recursive two-stage clustering approach pro-
posed in ref. [37] are presented in this section. As mentioned in the
previous paragraph, the hybrid system identification problem is tackled in two
stages: S1 (iterative clustering and parameter estimation) and S2 (polyhedral
partition of the regressor space, necessary only for PWA model estimate).

Stage S1 is carried out as described in Algorithm 1, where clusters and
sub-model parameters are updated iteratively, making the algorithm suitable
for online applications, when data are acquired in real time.

Algorithm 1 Recursive clustering and parameter estimation

Input: Observations {x(t),y(t)}¥,, desired number 5 of affine submodels,
initial condition for model parameter matrices O1, . . ., Os.

l.letCs < 0,s=1,...,5;
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2.fort=1,...,N do
2.1. let es(t) < y(t) — Osx(t),
2.2.let s(t) <+ argming_1, 5 [les(t)(13;
2.3. let Cs(t) — Cs(t) Ux(t);
2.4. update O ;) using recursive least-squares;
3. end for;
4. end.

Output: Estimated matrices Oy, ..., Os, clusters Cy,...,Cs sequence of
active modes {s(t)}Y ;.

The main idea of Algorithm 1 is to compute, at each time instant ¢, the
fitting error es(t) = y(t) —Osx(t)(s € {1,...,5}) achieved by all the 5 local
affine sub-models, and select the local model that “best fits” the current output
observation y(t) (Steps 2.1 and 2.2). The regressor x(t) is then assigned to
the cluster Cy(¢) (Step 2.3) and the parameter matrix O4(t) associated to the
selected submodel is updated using recursive least squares (Step 2.4).

Due to the greedy nature of Algorithm 1, the estimates of the model
parameters ©4 and the clusters Cs are influenced by the initial choice of the
parameters ©;. A possible initialization for the parameter matrices is to take
©1, ..., 0Oz all equal to the best linear model, i.e.

N
o1 _
O = argmine — tE_l ly(t) — ©x(t)||2, s=1,...,5.

Moreover, the estimation quality can be improved by reiterating Algorithm 1
multiple times, using its output as an initial condition for the following
iteration. This can be performed only if the algorithm is executed in a batch
mode (offline). Alternatively, a subset of data can be processed in a batch
mode to find proper initial conditions. Then, Algorithm 1 is executed in real
time to iteratively process data streaming.

7.4.4 Computation of the State Partition

If a PWA identification problem is addressed, besides estimating the model
parameters {O;}5_; and the sequence of active modes {s(t)}¥,, also a
polyhedral partition of the regressor space X should be found. More specif-
ically, let X (with s = 1,...,3) be a collection of polyhedra which form
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a complete polyhedral partition! of the regressor space X . Each polyhedron
X's is defined as:

Xs ={z € Rnx : Hsx < By}, (7.10)

for some matrix H s and vector Bs of proper dimensions. The goal is thus to
estimate Hs and Bs (with s = 1,...,3) defining the polyhedron X's, where
the s-th local affine submodel is active. Two approaches can be followed:

e according to the idea discussed in [11], the Voronoi diagram generated
by the clusters’ centroids can be used as a polyhedral partition of the
regressor space X. Specifically, let cs be the centroid of cluster Cs.
Then, the polyhedron X s associated to cluster C's (Equation (7.11)) is
the set of all the values of the continuous state x such that cs is the
closest centroid to x among all the other centroids c; (with j # s),i.e.,

Xsg={z eR"™ : ||z —csll2 < |lz —¢jll2, j=1,...,5,j#s},
(7.11)

Through simple algebraic manipulations, X s can be expressed in a form like
Equation (7.10), i.e.

Xe={x eR™ : =2(c, — ¢j)z < djej —cyes, j=1,...,5,5 # s}
(7.12)
Note that the definition of the polyhedron X's (Equation (7.12)) only
depends on the clusters’ centroids, which can be easily updated recursively
once the cluster C's is updated (Step (2.3) of Algorithm 1). This makes the use
of the Voronoi diagram particularly suited for real-time applications, where
data are processed iteratively. However, a limitation of the Voronoi diagram is
that it does not take into account how much the points are spread around the
clusters’ centres, making the state-space partition less flexible than general
linear separation maps. In order to overcome this limitation, the approach
described below can be followed.

e separate the clusters {Cs}?_; provided by Algorithm 1 via linear multi-
category discrimination (see, e.g. [37-39]). In the following, we briefly
describe the algorithm used in [37], which is suited for both offline and
online computations of the state partition.

The linear multi-category discrimination problem is tackled by
searching for a convex piecewise affine separator function ¢: Rnx —

'A collection { X, }5_, is a complete partition of the regressor domain X if [JS_, Xs = X
and X7 N AP =0, Vs # j, with X denoting the interior of X's.
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R discriminating between the clusters C',...,Cs. The separator ¢
(EquatioP (7.13)) is defined as the maximum of § affine functions
{¢i(x) Yoy, ie.

o(x) = max_ ¢s(x) (7.13)

s=1,...,s

with ¢, described as (Equation (7.14))

os(r) = /W’ (7.14)
where ws € Rnx (s = 1, ..., 35) are the parameters to be computed.
Fors = 1,...,5, let M's be an ms x nx dimensional matrix (with ms

denoting the cardinality of cluster C's) obtained by stacking the regressors
z(t)" belonging to C's in its rows. If the clusters {Cs}:_, are linearly
separable, the piecewise-affine separator ¢ satisfies the conditions:

Msss > Mswj+1ms, s,j=1,...,5,8s#j (7.15)

where 1ms is an ms-dimensional vector of ones.
The piecewise-affine separator ¢ thus satisfies the conditions
(Equation (7.16)):

{go () =2'w® Vee(Cs, s=1,...,3 (7.16)

o) >2'w +1 VYoely, s#j
From (7.16), the polyhedra {X,}3_, are defined as
Xy={zeR™: (W —w)z< -1, j=1,...,57j#s}

The condition (7.15) thus suggests computing the parameters {w*®}$_, by
minimizing the convex cost

S S
. 1 A
cmin 30 (I ([My — 1, )@ = %) + L) 4|3, (7.17)
T s=14=1 " °
J#s

with (-)+ defined as f+ = max{0, f}. Problem (7.17) minimizes the aver-
aged squared 2-norm of the violation of the inequalities in Equation (7.15).
The solution of the convex problem (7.17) can be then computed numerically
in two ways: (i) offline through a Regularized Piecewise-Smooth Newton
method or (ii) online through a Stochastic Gradient Descent method, as
explained in [10].
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7.5 Integration of Additional Functionalities to the
IEC 61499 Platform

The DAEDALUS automation platform is built on top of the IEC-61499
standard and makes it the main core technology to enable the implementation
of industrial grade applications in distributed control scenarios. The function
block (FB) is one of the base elements of this standard. Function blocks
are a concept to define solid, reusable software components in industrial
automation systems. They allow the encapsulation of algorithms in an easy,
understandable, even for newcomer, and usable form. Each function block
has defined inputs, which are read and processed from an internal algorithm.
The result will be outputted at defined outputs. Whole applications can be
created out of various function blocks by connecting their inputs and outputs.
Concretely, each function block consists of a head, a body, input/output events
and input/output data.
The IEC 61499 standard defines various kinds of function blocks:

e Basic Function Blocks. Basic function blocks are used to implement
basic functionalities of applications. Basic function blocks include
internal variables, one or more algorithms and an “Execution Control
Chart”, to define the processing of the algorithms;

e Service Function Blocks. Service function blocks represent the
interfaces to the hardware;

e Composite Function Blocks. Several basic, service or composite func-
tion blocks as well can be grouped to form a composite function block.
The composite FB presents itself as a closed function block with a
clearly defined interface.

7.5.1 A Brief Introduction to the Basic Function Block

Basic function blocks are the atomic units of execution in IEC 61499. A basic
FB consists of two parts, i.e. a function block interface and an execution
control chart (ECC) that operates over a set of events and variables. The
execution of a basic FB entails accepting inputs from its interface, processing
the inputs using the ECC and emitting outputs.

A basic FB is encapsulated by a function block interface, which exposes
the respective inputs and outputs using ports. These input and output ports
may be classified as either event or data ports.

Figure 7.11 shows the interface of the function block that implements
a valve control logic. This interface exposes input events (INIT,
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EVENT —INIT INITO |- EVENT
EVENT MODE_CHANGED CNF EVENT
EVENT — SP_CHANGED
- O —
valve

REAL - AutoSP cp REAL
REAL ManSP isMan BOOL
BOOL -H Mode

Figure 7.11 Valve: an example of basic function block.

MODE_CHANGED, SP_.CHANGED), output events (INITO, CNF), as well
as input variables (AutoSP, ManSP, mode) and output variables (cp, isMan).

Event ports are specialized to accept or emit events, which are pure
signals that represent status only, i.e. they are either absent or present. On
the other hand, data ports can accept or emit valued signals that consist of
a typed value, such as integer, string or Boolean. Variable ports of a special
type Any can accept data from a range of typed values. In addition, a concept
of multiplicity is also applicable to data ports, which allows accepting or
emitting arrays of values. A data port can be associated with one or more
event ports.

As shown in Figure 7.11, for example, Mode is associated with
MODE_CHANGED.

However, this association can only be defined for ports of the matching
flow direction, e.g. input data ports can only be associated with input event
ports. This event—data association regulates the data flow in and out of a basic
FB, i.e. new values are loaded or emitted from the data ports on the interface
when an associated event is present.

The behaviour of a basic FB is expressed as a Moore-type state machine,
known as an ECC. An ECC reacts to input events and performs actions to
generate the appropriate outputs.

Figure 7.12 shows the ECC of the valve basic function block, which
consists of four states: START, INIT, exec_SPChange and exec_ModeChange.

States in ECCs have provision to execute algorithms and emit output
events upon ingress, which are represented as ordered elements in their
respective action sets.

As an example, in Figure 7.12, the algorithm exec_SPChange is executed
(represented as a gray label), and the CNF event is emitted upon entering the
exec_SPChange state (represented as a blue oval).

The execution of an ECC starts from its initial state (START in
Figure 7.12) and progresses by taking transitions, which are guarded by an
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)’7
INIT

1

1

MODE_CHAN...

exec_ModeChange .

Figure 7.12 Example of execution control chart (ECC).

ALGORITEM exec SPChange IN ST:
(* Add your comment (as per IEC 61131-3) here

-))

IF isMan THEN
cp := ManSP;
ELSE

cp := AutoSP;
END_IF;

Figure 7.13 exec_SPChange algorithm from the valve basic FB.

input event and an optional Boolean expression over input and/or internal
variables. Upon evaluation, a transition is considered to be enabled if the
respective guard condition evaluates to true. The ECC will then transition to
the next state by taking the enabled egress transition from the source state to
the corresponding target state.

An algorithm is a finite set of ordered statements that operate over the
ECC variables. Typically, an algorithm consists of loops, branching and
update statements, which are used to consume inputs and generate outputs.
The IEC 61499 standard allows algorithms to be specified in a variety of
implementation-dependent languages. As an example, the implementation
from nxtControl allows the development of custom algorithms in Structured
Text (ST).

The exec_SPChange algorithm from the valve basic FB is presented in
Figure 7.13 that uses the ST language as defined in IEC-61131-3. Here, the
IF-THEN-ELSE construct is used to update the output value of cp based on
the value of the input isMan.
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7.5.2 A Brief Introduction to the Composite Function Block

Composite function blocks facilitate the representation of structural
hierarchy. Composite FBs are similar to basic FBs in the sense that they too
are encapsulated by function block interfaces. However, unlike a basic FB,
the behaviour of a composite FB is implemented by a network of function
blocks.

Basic and composite function blocks characterize different types of
specifications, which are referred to as function block types (FBTypes).
A function block network may consist of instances of various FBTypes, where
any given FBType may be instantiated multiple times. This concept is very
similar to the object-oriented programming paradigm, which contains classes
(analogous to FBTypes) and their instances, namely objects (analogous to
FB instances). These FB instances connect and communicate with each
other using wire connections, and with external signals via the encapsulating
function block interface. This facilitates the structural hierarchy, i.e. a given
function block network may contain instances of other composite FBs that
encapsulate sub-FBNs.

Figure 7.14 shows a function block network with three function block
instances that communicate with each other using wire connections, e.g. a
Real output value SetPoint of the AutoCommand instance can be read as
AutoSP by the valve instance.

Furthermore, some signals directly flow from the interface of the top-
level composite FB into the encapsulated function block network, e.g. the
event MODE_UPDATED is read from an external source and made available
to the MODE_CHANGED input event of both the AutoCommand and valve
instances. However, only compatible signals flow in this manner, meaning
that an input event on a composite FB interface can only flow into an input
event of nested FB interfaces. Similarly, data flow in this manner must also
conform to data-type compatibility, e.g. a Boolean input on the composite
FB interface cannot flow into a string type input of the nested FB interface.
One exception to this rule is the Any type, which, as the name suggests, can
accept any data type. This mode of signal flow is thus directly responsible
for effecting the interface definition of a composite FB, i.e. if a nested FB
needs an input from an external source, there must be an input defined
on the composite FB interface, which flows into the said nested FB. This
encapsulation of nested FBs from external sources simplifies the reuse of
FBTypes.
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Figure 7.14 A composite function block with an encapsulated function block network.

7.5.3 A Brief Introduction to the Service Interface Function Block

Service interface function blocks (SIFB) can be considered as device drivers
that connect the external environment with function block applications. These
blocks are used to provide services to a function block application, such as
the mapping of I/O pin interactions to event and data ports and the sending of
data over a network.

There are two categories of SIFBs described in the standard, namely
communication function blocks and management function blocks. While
composite FBs capture centralized entities, resources are reminiscent of
tasks and devices represent PLCs. Hence, both resources and devices need
specific entities that facilitate either task-level (inter-resource) or distributed
(inter-device) communication.

Communication function blocks are SIFBs providing interfaces that
enable communication between IEC 61499 resources. Within the context
of IEC 61499, a resource is a functional unit contained in a device that
has independent control of its operations, so it may be created, configured,
parameterized, started up, deleted, etc., without affecting other resources.
The goal of a resource is to accept data and/or events from one or more
interfaces, elaborate them and return data and/or events to some interfaces.
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For the sake of completeness, it is worth mentioning that an IEC 61499
device contains one or more interfaces and those interfaces can be of two
different types: communication and process. While communication interfaces
provide a mapping between resources and the information exchanged via a
communication network, a process interface provides a mapping between
the physical process (e.g. analog measurements, discrete I/O, etc.) and the
resources. Different types of communication function blocks may be used to
describe a variety of communication channels and protocols.

On the other hand, management function blocks are SIFBs that are
used to coordinate and manage application-level functionalities by providing
services, such as starting, stopping, creating and deleting function block
instances or declarations. They are somewhat analogous to a task manager
in a traditional operating system. Unlike basic FBs, where the behaviour is
specified using an ECC, SIFBs are specified using time-sequence diagrams.

7.5.4 The Generic DLL Function Block of nxtControl

The IEC 61499 software tool engineered by nxtControl provides a mecha-
nism to integrate custom code in an IEC 61499 application. The mechanism
is called Generic DLL function block and enables the exploitation of custom
IEC 61499 function blocks interfaced by means of an abstract interface layer.

It provides the possibility to implement basic or service IEC 61499
function blocks in a custom programming language that are compiled in a
dynamical loadable library (DLL) and then loaded and bound to the IEC
61499 runtime at the execution phase.

The Generic DLL function block mechanism builds on top of two
components:

e a DLL that exposes a C interface where a predefined number of functions
and data structures (embedded in a prototype which follows a well-
defined template) implement the custom functionalities to be integrated
in the distributed control application;

e a graphical representation of the custom function block, whose FBType
is FB_DLL, and which is used in the nxtControl’s engineering software
environment to instantiate as many FBs as needed.

Such a mechanism enables the development of customized FB, providing:

e a representation of the IEC 61499 simple data types (as well as one-
dimensional arrays of them) and plain C types;

e an input/output interface for passing these data between the IEC 61499
runtime software and the DLL implementation;
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Figure 7.15 Example of FB_DLL function block.

e an interface for a custom function block where one initialization event
and an arbitrary number of input events can be fed;

e the possibility to generate output events asynchronously;

e an interface to register and unregister a function block with the custom
DLL;

e a way to query the provided data interface, so it is possible to implement
consistency checks or to implement operations on different data types
by one implementation;

e the possibility to implement several function blocks through a single
DLL.

More than one instance of the Generic DLL function block (FB_DLL,
Figure 7.15) can be instantiated in an IEC 61499 application, and the
parameters provided as input to those FBs are exploited to select the appro-
priate DLL. All the FB_DLL instances are characterized by an INIT input
event that is used to load the DLL: in particular, when the INIT event of
any FB_DLL is received for the first time, the associated DLL is loaded and
the IEC 61499 runtime registers the function block with that DLL. Further-
more, if the constructor is implemented in the custom code, then it is run
afterward.

To leverage this flexible customization mechanism for implementing
distributed automation applications, the custom code has to expose a data
structure whose specification is detailed in the nxtControl’s documenta-
tion material. That interfacing structure defines different elements that
characterize the generic DLL function block, like:

e the number of input and output events;
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e the number of data values that are associated to the input and output
events;
e the data type associated to data values.

In addition to the description of the input/output events and data, the custom
code used in a generic DLL function block has to define a precise set of
functions that the IEC 61499 runtime uses to interact with the DLL when the
distributed control application needs to execute the custom code. The most
relevant of such functions are those used to register/unregister an FB_DLL
with the appropriate DLL, the one used to execute the code associated to a
specific input event, as well as the one dedicated to signal the triggering of
an output event. In addition to those, there is also a function dedicated to the
log information that can be used by the code in the DLL to report diagnosis
information to the IEC 61499 runtime.

7.5.5 Exploiting the FB_DLL Function Block as Interfacing
Mechanism between IEC 61499 and External Custom Code

Leveraging the generic DLL function block it is possible to extend func-
tionalities available in the nxtControl automation platform with additional
features that can be integrated in a seamless manner into an IEC 61499 control
application.

That possibility opens the opportunity to integrate in an engineering soft-
ware tool, designed to develop IEC 61499 applications, features that are not
strictly related to the standard itself but that are interesting for implementing
advanced distributed control applications. Actually, this can be leveraged to
integrate the advanced functionalities that characterize a CPS that conforms
to the DAEDALUS?’ vision, as for example, the integration of the “simulation
dimension” and advanced MPC algorithms.

The possibility to extend the type of elaborations that can be per-
formed within a function block in a distributed control application based
on IEC 61499 enables the possibility to introduce new functionalities. Fur-
thermore, it enables to test new features while respecting the normative
rules and constraints of the standard and, as a consequence, allows to
keep a high level of portability of the solution developed by means of this
mechanism.

Since the DLL code is developed and compiled outside the classic devel-
opment toolchain that is normally used for a plain IEC 61499 application
(i.e. leveraging the development environment