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I am withdrawing to write a book.
And another time: I am withdrawing
to construct a labyrinth.

“Ts’ui Pên” in The Garden of Forking
Paths by Jorge Luis Borges





Preface

The last decade has seen a revolutionary shift in the overlap between quan-
tum information science and the study of quantum many-body systems, two
fields that traditionally developed along separate tracks. This book, designed
for undergraduate students and early researchers, builds a bridge between
these disciplines by exploiting tensor networks—a powerful computational
framework with deep relevance for both many-body physics and quantum
computation.

Tensor networks emerged initially as a way to represent complex quantum
states compactly in many-body physics. However, as quantum computing has
advanced, tensor networks have also become indispensable tools for under-
standing and simulating quantum systems. They allow us to visualize and
capture intricate entanglement structures and to represent states in a way that
is both computationally manageable and mathematically rich. As a result,
tensor networks offer a critical foundation for tackling challenges in quantum
computation, where state complexity, entanglement, and even more elusive
aspects of quantum mechanics—like quantum magic—play key roles.

The book begins with an introduction to fundamental concepts, presenting
tensor networks as efficient tools for representing and manipulating quantum
states. We cover the basics of matrix product states (MPS), the foundational
building blocks of tensor network theory quantum circuits, which allow us
to approximate low-entanglement quantum states with minimal computa-
tional resources. We examine how they allow us to quantify and manipulate
entanglement and delve into topics that go beyond entanglement alone, in-
cluding recent advances in quantifying non-stabilizer resources—referred to
as quantum magic—which are vital for achieving quantum speedup. This
book discusses the implications of these non-stabilizer resources in the context
of stabilizer circuits and Clifford transformations, offering insight into how
tensor networks can represent both stabilizer and non-stabilizer states within
the same framework. Beside that, we revisit well known techniques like the
Time-Dependent Variational Principle (TDVP) and Matrix Product Operator
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(MPO) based Lindblad dynamics, in order to give the proper background to
advance into new methods which combine tensor networks with Clifford
stabilizer formalism.

Furthermore, the book explores the connection between tensor networks
and classical simulations of quantum circuits, highlighting the power of tensor
networks to simulate complex quantum algorithms. We delve into the current
limitations and challenges associated with scaling these simulations and
discuss how advances in tensor network methods might overcome these
hurdles in the future.

Our goal with this book is not to provide an exhaustive review of ten-
sor networks or quantum computing, but rather to present these ideas in a
pedagogical, hands-on manner, using accessible language and representative
examples to illuminate complex topics. By emphasizing recent developments
in tensor networkmethods for studying quantum complexity, quantummagic,
and non-stabilizerness, we aim to provide readers with a toolkit for exploring
the cutting-edge intersections of quantum computing and quantum many-
body physics.

It is our hope that this book will inspire readers to further explore the inter-
face between quantum information science andmany-body physics, equipping
them with the theoretical insights and practical tools needed to contribute to
this rapidly evolving field.

The Authors
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Tensor network methods encompass a set of strategies designed to com-
prehend and analyze multi-linear maps, proving particularly valuable in the
realm of quantum computation and information processing, as well as in
quantum many-body physics. These techniques serve as the foundation for
tensor network contraction algorithms, essential for modeling physical sys-
tems. Employed within abstract graphical frameworks, these methods profi-
ciently depict channels, maps, states, and algorithms applicable across various
domains within the field of quantum physics.

While tensor networks span various subjects, existing literature tends to
be highly specific, often catering to a narrow community. Here we take the
typical approach of tensor network for many-body physics - by offering a
instructive exploration of the foundational principles of tensor network theory
- exploiting its broad applicability in the realm of quantum computation and
information.

The chapters presented in this section serves as the essential foundation
for understanding the core concepts and mathematical tools required to ex-
plore the applications of tensor networks in quantum physics and quantum
computing. This part introduces the reader to the building blocks of tensor
network theory, starting with the basic concept of tensors and expanding into
more complex tensor network structures that form the backbone of modern
computational methods in many-body quantum systems.

Tensors and Tensor Networks — At the heart of this discussion are ten-
sors, which generalize matrices to higher dimensions. Tensors represent
multi-indexed arrays that serve as the fundamental objects for encoding and
manipulating data in various dimensions. In quantum physics, they play a
critical role in simplifying and representing complex multi-particle quantum
states. The section on “Special Tensors” explores key forms such as identity
tensors and Kronecker delta tensors, which have specific properties essential
for simplifying tensor operations.

Building on this, the book introduces tensor networks, a graphical formal-
ism to represent complex tensors by breaking them down into smaller com-
ponents. This decomposition of large tensors into interconnected networks
enables computational efficiency, especially for simulating large quantum
systems. A deep dive into specific tensor network architectures, such asMatrix
Product States (MPS) and Tree Tensor Networks (TTN), demonstrates their
wide-ranging applicability to problems in quantum physics and quantum
computation.
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Quantum Physics with Tensors — To establish the relevance of tensor
networks to quantum mechanics, the next section provides an overview of
quantum physics, including its foundational concepts like states, observables,
andmeasurements. The representation of quantum systems in terms of tensors
naturally arises here. For instance, quantum states, especially in many-body
systems, are often expressed using tensor networks, which significantly reduce
the complexity of handling these states.

Matrix Product States (MPS) andMatrix Product Operators (MPO) are key
methods discussed in this section. They are shown to efficiently represent
quantum states and operations, even for systems with large numbers of qubits.
Moreover, entanglement— a hallmark feature of quantum systems — natu-
rally emerges in tensor network representations. In this section we exploit the
Schmidt decomposition and other key tools for understanding and quantifying
entanglement in many-body systems.

Quantum Computing with Tensor Networks — The preliminaries cul-
minate with an exploration of how tensor networks can be leveraged for
quantum computing. As quantum circuits grow more complex, traditional
methods become computationally expensive. Tensor networks, particularly
in their MPS form, offer a powerful way to simulate quantum circuits and
manipulate quantum data. Topics like state preparation, quantum gates, and
measurements are discussed in detail, demonstrating how tensor networks
streamline these processes, particularly in noisy intermediate-scale quantum
(NISQ) devices.

Additionally, the section highlights real-world implementations of these
techniques across various quantum platforms, such as superconducting qubits,
neutral-atom qubits, and trapped-ion qubits. Each of these platforms provides
distinct advantages and challenges, and tensor networkmethods are presented
as valuable tools for overcoming the computational challenges associated with
simulating these systems.

In conclusion, the “Preliminaries” section lays the groundwork for the
more advanced applications that follow, by equipping the reader with both the
theoretical knowledge and practical tools needed to navigate the landscape of
quantum physics and quantum computation using tensor networks.



Chapter 1

Tensor Network Basics

Everything should be made as simple
as possible, but not simpler.

Albert Einstein

Tensor Network (TN) methods often refer to a comprehensive set of tools
commonly utilized in contemporary quantum information science, condensed
matter physics, mathematics, and computer science. Essentially, these meth-
ods constitute a set of techniques employed to systematically organize and
manipulate vast numerical datasets arranged in multidimensional arrays, also
known as tensors, interconnected to form a network [Bia20; Ran+20; Eve22].
These methods allow for a simple and appealing diagrammatic notation that
facilitates the understanding of complex linear algebra operations in a succinct
fashion, making them well suited for modern computational devices. In this
section, we present a formal introduction to tensors, tensor networks, and
essential operations associated with tensor networks. Let us start from the
fundamental building block of any tensor network, namely, a tensor.

1.1 Tensors
In the realm of mathematics, tensors serve as a powerful algebraic entity that
encodes a multi-linear relationship among sets of algebraic objects associated
with a vector space. In practice, a generic tensor is a scalar-valued function of
multiple parameters which are linear with respect to each other. Remarkably,
tensors transcend specific bases, asserting their definition independent of any
particular basis. Formally we have the following definition:

5



6 CHAPTER 1. TENSOR NETWORK BASICS

Definition 1.1: Tensor

Let 𝑉 is a vectorial space with dimension 𝑑 over the complex numbers
ℂ, i.e. 𝑉 ≃ ℂ𝑑. The dual space 𝑉∗ is the vector space defined as the set
of all linear map 𝜑 ∶ 𝑉 → ℂ. It has dimension 𝑑 as well. Its element
are called covectors. A type (𝑝, 𝑞) tensor is therefore a multi-linear
map

𝑇 ∶ 𝑉∗ ×⋯ × 𝑉∗
⏟⎴⎴⎴⏟⎴⎴⎴⏟

𝑝

×𝑉 ×⋯ × 𝑉⏟⎴⎴⏟⎴⎴⏟
𝑞

→ ℂ

Therefore, a tensor 𝑇 associates 𝑞 vectors {𝑣1,… 𝑣𝑞} and 𝑝 covectors
{𝑤1,…𝑤𝑝} a scalar 𝑇(𝑤1,…𝑤𝑝, 𝑣1,… 𝑣𝑞).

However, in practical applications, tensors oftenfind representation through
their components within a basis tied to a specific coordinate system. These
components assemble into an array, akin to a high-dimensional matrix, facili-
tating an easier understanding.

For example, following the Dirac convection of modern quantum physics,
we may choose the Hilbert spaceℋ ≃ ℂ𝑑 as the typical vector space wherein
tensors act as multi-linear map,1 with standard computational basis {|||𝑗⟩ ∶
𝑗 = 0,… , 𝑑 − 1}. In this context, a vector |||𝜓⟩ ∈ ℋ is essentially an order-1
tensor, which we may express in terms of its tensor components 𝜓𝑗 = ⟨𝑗|||𝜓⟩
with respect to the computational basis, such that |||𝜓⟩ =

∑
𝑗 𝜓𝑗

|||𝑗⟩. In strict
analogy, we introduce the standard covectors of the dual spaceℋ∗ whose basis
is {⟨𝑗||| ∶ 𝑗 = 0,… , 𝑑 − 1}. Linear operators �̂� ∈ℋ ×ℋ∗ can be represented as
order-2 tensors with components 𝑂𝑖𝑗 = ⟨𝑖|||�̂�|||𝑗⟩, such that �̂� = ∑

𝑖,𝑗 𝑂𝑖𝑗
|||𝑖⟩⟨𝑗|||.

Here we implicitly introduced the concept of order of a tensor as

Definition 1.2: Tensor order

We define the order of a tensor as the number of indices it possesses,
no matter whether the indices are spanning over the vectors or the
covectors.

With this respect, and after having introduced a suitable basis, tensor serves
as a generalization encompassing both vectors and matrices. Specifically,
a generic order-𝑘 tensor is portrayed as a complex multidimensional array
denoted by 𝑇𝑗1,…,𝑗𝑘 ∈ ℂ𝑑1×⋯×ℂ𝑑𝑘 . Each index 𝑗𝑖 for 𝑖 ∈ {1,… 𝑘}, colloquially
referred to as a leg of the tensor, takes values from the corresponding set

1We refer the reader to the next chapter to a tighter connection with quantum physics and
quantum computing.
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{1, 2,… , 𝑑𝑖}. In this context, 𝑑𝑖 represents the dimension associated with the
index 𝑗𝑖, and the overall dimension of the entire tensor is expressed as the
product

∏𝑘
𝑖=1 𝑑𝑖. Consequently, each individual element within the multi-

dimensional array 𝑇𝑗1,…,𝑗𝑘 can be unequivocally identified by a the 𝑘-tuple
{𝑗1,… , 𝑗𝑘}. As passing by we introduce the following:

Definition 1.3: Tensor dimension

The number of values a tensor index can take is referred to as the
dimension of an index, which is most often denoted by 𝜒, but can
also be denoted by 𝑑, especially when it spans a local physical vector
space (or its dual). The product of all those dimensions defines the
total dimension of a tensor.

A scalar is an order-0 tensor, a vector is an order-1 tensor, and a matrix
an order-2 tensor and so on. When dealing with tensors of higher order that
feature multiple legs, tensor diagrams offer a powerful tool for representing
them and eventually executing intricate operations. These diagrams serve as
a visual and intuitive representation, simplifying complex computations and
enhancing comprehension of tensor behavior.

In the following we illustrate the tensor network diagram for a scalar 𝑆, a
vector 𝑉, a matrix𝑀, and a generic order-𝑘 tensor 𝑇:

Tensor reshaping by index fusion — Given a generic order-𝑘 tensor, one
can always reshape the tensor into an order-𝑘′ tensor with 𝑘′ < 𝑘. This funda-
mental operation is called index fusion. We first identify the 𝑞 ≤ 𝑘 indices we
want to fuse together, for example {𝑗1,… , 𝑗𝑞}. Each of those indices is labeling
a local Hilbert space vector {|||𝑗𝑖⟩ ∶ 𝑗𝑖 = 1,… , 𝑑𝑖}. We then consider the tensor
product of those Hilbert spacesℋ1⊗⋯⊗ℋ𝑞 and its full computational basis
{||||𝑗1,… , 𝑗𝑞

⟩
≡ |𝛼⟩ ∶ 𝛼 = 1,… ,∏𝑞

𝑖=1 𝑑𝑖}. In the end we get a tensor with order
𝑘′ = 𝑘 − 𝑞 + 1. Let us mention that, a tensor can be always reshaped back to
its original form (or just partially reshaped) provided that we keep track of
how the new index 𝛼 is targeting the tensor product states |𝛼⟩ ≡ ||||𝑗1,… , 𝑗𝑞

⟩
as-
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sociated with it, or in other words how it has been computed starting from the
original indices {𝑗1,… , 𝑗𝑞}. The following tensor network diagram illustrates
the reshaping of a generic tensor with index fusion,

Tensor reshaping by index splitting — Alternatively, we can reshape a
generic order-𝑘 tensor into an order-𝑘′ tensor with 𝑘′ > 𝑘 by splitting one
or several indices. This operation is the inverse of index fusion and involves
splitting an index into several indices of smaller dimension, {|||𝑗𝑖⟩ ∶ 𝑗𝑖 =
1,… , 𝑑𝑖} → |||𝑗𝑖⟩ ≡ {||||𝛼1,… , 𝛼𝑞

⟩
∶ 𝛼𝑙 = 1,… , 𝑑′𝑙 where, 𝑑𝑖 =

∏𝑞
𝑙=1 𝑑

′
𝑙 }. The

result is a tensor of order 𝑘′ = 𝑘 + 𝑞 − 1. Notably, reshaping a tensor by
splitting an index is not a unique operation as an index of generic dimension
𝑑 can be split into 𝑞 indices in more than one ways. Therefore, index splitting
is an inverse of index fusion only if we keep track of the way indices were
fused. The following tensor network diagram illustrates the reshaping of a
generic tensor with index splitting,

Tensor reshaping by outer product — When multiple disconnected ten-
sors appear within the same diagram, they are combined through the tensor
product operation. In quantum physics notation, this operation is denoted by
the symbol⊗. However, in abstract index notation, the tensor product sign
is not explicitly indicated. Notice that, a tensor by itself is not carrying any
information about the algebra of the vector spaces (and dual) connected to
its legs. Therefore, when tensors are drawn near each other, they can freely
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move through each others as

which, assuming applying tensors from bottom to up, basically means

(𝟙⊗ 𝐵)(𝐴⊗ 𝟙) = 𝐴⊗ 𝐵 = (𝐴⊗ 𝟙)(𝟙⊗ 𝐵), (1.1)

where 𝕀 is the identity matrix and it has a very special representation as a
tensor diagram: just a simple wire.

Notice that, the tensor product of two or more tensors may results in
a final tensor with higher order. Let us formalise this idea by considering
the elementary outer product operation: 𝐴 and 𝐵 are two tensors, such that
indices {𝛼1,…𝛼𝑝} of tensor 𝐴 need to be “tensorised” with indices {𝛽1,… 𝛽𝑞}
of tensor 𝐵 no matter the other indices of both tensors. We can do that in two
steps: (i) we first fuse the indices {𝛼1,…𝛼𝑝} and {𝛽1,… 𝛽𝑞} respectively into a
single index 𝜶 and 𝜷; (ii) we then fuse the new bold indices into one single
index 𝜸 = (𝜶, 𝜷) such that

𝐴(𝑖1,…,𝑖𝑛),𝜶 𝐵(𝑗1,…,𝑗𝑚),𝜷 ≡ 𝐶(𝑖1,…,𝑖𝑛 ,𝑗1,…,𝑗𝑚),𝜸 , (1.2)

which defines the new tensor 𝐶.

1.1.1 Special Tensors

Here, we gather some special tensors that we will encounter frequently during
the subsequent sections and chapters.

Identity tensor — In the graphical notation, there is one class of tensors
which play a crucial role in many different shape manipulation at it always
plays the role of the Kronecker delta: they are the so called identity tensors:

= δij
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These tensors enable (i) the contraction of tensor indices through diagram-
matic connection (see next section), (ii) the raising and lowering of indices
(when index position may have a meaning related to the vector space associate
to the specific leg), and (iii) they establish a duality between maps, states, and
linear maps in general (see next chapter).

However, as we have already stressed, a tensor by itself does not carry any
information about the algebra of the vector spaces associated to the specific legs
that are going to be contracted; the same consideration are valid for the identity
tensor, which therefore act as simple connecting wire. Notwithstanding, as
we will briefly anticipate in Example 1.1, and we will thoroughly use in the
next sections, when identities are promoted to “operators”, then which states
are contracted do matter.

Example 1.1: Glimpse on Quantum Computing

As previously mentioned, tensors serve as multilinear maps. They can
be decomposed in any given basis and expressed in terms of their com-
ponents. In the realm of quantum information science, it is common
to introduce a computational basis {|0⟩ , |1⟩} for each Hilbert space and
expand the tensors within it, utilizing kets (|⟩) for vectors and bras (⟨|)
for dual vectors. This expansion is represented as follows:

Here, 𝑇𝑖𝑗𝑘 are the actual components of the tensor in the computational
basis. Notice that, drawing the leg 𝑖 pointing up, and the legs (𝑗, 𝑘)
pointing down is meaningless by itself (we could have rearranged the
indices into any form without changing the meaning of the numeric
tensor 𝑇); what is meaningful is the action of the operator �̂� once
different Hilbert spaces have been linked to each leg of the tensor box 𝑇.

With this inmind, we can revisit the questions of how theKronecker
delta tensor may be used to construct different quantum operators.
Let us consider two copies of a two-level quantum system, and let’s
introduce the computational basis {|0⟩ , |1⟩}. We may thus construct
the following tensor operators:
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1.

= δij

̂T = ∑
i,j,k

| i⟩⟨j, k |T
i

j k

∑
i,j

| i⟩⟨j | = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | + |1⟩⟨1 | =
i

j

∑
i,j

| i, j⟩ = ∑
i,j

| i, j⟩ = |0,0⟩ + |1,1⟩ =
i

j

∑
i,j

⟨i, j | = ∑
i,j

⟨i, j | = ⟨0,0 | + ⟨1,1 | =
j

−̂

⊃̂

⊂̂
i

2.

= δij

̂T = ∑
i,j,k

| i⟩⟨j, k |T
i

j k

∑
i,j

| i⟩⟨j | = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | + |1⟩⟨1 | =
i

j

∑
i,j

| i, j⟩ = ∑
i,j

| i, j⟩ = |0,0⟩ + |1,1⟩ =
i

j

∑
i,j

⟨i, j | = ∑
i,j

⟨i, j | = ⟨0,0 | + ⟨1,1 | =
j

−̂

⊃̂

⊂̂
i

3.

= δij

̂T = ∑
i,j,k

| i⟩⟨j, k |T
i

j k

∑
i,j

| i⟩⟨j | = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | + |1⟩⟨1 | =
i

j

∑
i,j

| i, j⟩ = ∑
i,j

| i, j⟩ = |0,0⟩ + |1,1⟩ =
i

j

∑
i,j

⟨i, j | = ∑
i,j

⟨i, j | = ⟨0,0 | + ⟨1,1 | =
j

−̂

⊃̂

⊂̂
i

In this context, the map labeled as 1. represents the identity operator,
whereas the tensor operator labeled as 2. (or 3.) operates on a two-
bra (or ket) system, yielding a scalar as the outcome. The connection
between these three equations is established through the bending of
wires. In a given basis, the act of bending a wire signifies the conversion
of a bra to a ket, and vice versa.

In fact, with an abuse of notation, we can easily combine operators
1., 2. and 3. as they where simple wires. For example, let us consider
three local Hilbert spaces with each a two-level system, and let us
label those systems as {𝑎, 𝑏, 𝑐}. Operators ⊂̂𝑏𝑎 and 𝑐

𝑏⊃̂ can be combined
together giving

= δij

̂T = ∑
i,j,k

| i⟩⟨j, k |T
i

j k

∑
i,j

| i⟩⟨j | = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | + |1⟩⟨1 | =
i

j

∑
i,j

| i, j⟩ = ∑
i,j

| i, j⟩ = |0,0⟩ + |1,1⟩ =
i

j

∑
i,j

⟨i, j | = ∑
i,j

⟨i, j | = ⟨0,0 | + ⟨1,1 | =
j

−̂

⊃̂

⊂̂
i

⊃̂⊂̂a
b b

c −̂c a= ∑
k

⟨k |a ⟨k |b ⋅ ∑
k

|k⟩b |k⟩c = ∑
k

|k⟩c⟨k |a =

Copy tensor— A very useful tensor is the multidimensional generalisation
of the Kronecker delta, where many legs are forced to be equal. In graphic
notation one has

j1

j2 j3

jn

= δj1,j2,…,jn

j1

j2 j3

jn

j1 j2 j3 jn

=

Interestingly, the natural decomposition of the multidimensional Kronecker
delta 𝛿𝑗1,𝑗2,…,𝑗𝑛 = 𝛿𝑗1,𝑗2𝛿𝑗2,𝑗3 ⋯ 𝛿𝑗𝑛−1,𝑗𝑛 (or for any other indices permutations)
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induces the following graphical tensor network decomposition

j1

j2 j3

jn

= δj1,j2,…,jn

j1

j2 j3

jn

j1 j2 j3 jn

=

Swap tensor — Let’s examine the tensor product of 𝑛 equivalent Hilbert
spaces denoted asℋ⊗𝑛. We can use two Identity tensors to formally construct
the Swap tensor, which switches the positions of two Hilbert spaces within
a composite system. Specifically, it exchanges two consecutive local Hilbert
spaces 𝑖th and (𝑖 + 1)th. The diagrammatic representation is

= δijδlk

i

j

k

l
�̂� = ∑

i,j,l,k
| i, l⟩⟨k, j | = ∑

i,j
| i, j⟩⟨j, i |

i

j

k

l

i1

i2

i3

i4

i4

i2

i3

i1

i1

i2

i3

i4

i4

i2

i3

i1

≡

which, as we have consistently emphasized, it lacks any algebraic significance
unless it is viewed in conjunction with the Hilbert spaces upon which it
operates. In fact, from the operatorial point of view, the Swap Operator reads

= δijδlk

i

j

k

l
�̂� = ∑

i,j,l,k
| i, l⟩⟨k, j | = ∑

i,j
| i, j⟩⟨j, i |

i

j

k

l

i1

i2

i3

i4

i4

i2

i3

i1

i1

i2

i3

i4

i4

i2

i3

i1

≡

Notice that, this single operation it is sufficient to generate the all permutation
group of the 𝑛 local spaces.

Example 1.2: Non-local swapping

The Swap tensor serves as a generator for the permutation group. In
this capacity, it enables the repositioning of two initially distant lo-
cal systems, bringing them into proximity to facilitate interaction (cfr.
Quantum Platform). This process can then be reversed to restore the
entire system to its original configuration.

For clarity, let us consider a scenario involving four local Hilbert
spaces denoted by {𝑖1, 𝑖2, 𝑖3, 𝑖4}, where the objective is to swap the posi-
tions of the first and fourth systems. To achieve this, we can employ
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five local swap operators in combination; for example in this way

where the swap operations need to be performed sequentially. Cer-
tainly, there exist implementation options where we can parallelize
multiple permutations simultaneously within the specific platform.
This strategy can significantly accelerate the procedure, nearly dou-
bling its speed. For instance, one such approach involves the following:

where, in this approach, the first swapping procedures involving 1↔ 2
and 3 ↔ 4 can be executed concurrently, as can the final 4 ↔ 2 and
3↔ 1 swaps.

XOR tensor— The XOR (or Parity) tensor is a multi-dimensional array that
operates on qubits or qubit-like systems in quantum computing. It represents
a gate or operation that computes the parity (or XOR) of the qubits it acts
upon. The XOR tensor outputs 1 if the number of qubits in the state with
value 1 is even, and 0 if it is odd. Notice that, in this definition, there is an
overall logical NOT operation if compared with the exclusive disjunction⊕.
In graphic notation one has

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn

j1 j2 j3 jn

=j1

j2 j3

jn

jn−1
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Also in this case, by using the associative property of the logical disjunction,
we can easily decompose a 𝑛-legs XOR tensor into the following XOR chain

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn

j1 j2 j3 jn

=j1

j2 j3

jn

jn−1

where we broke down the operation into 3-qubits XOR operations, such that

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn
j1 j2 j3 jn

=j1

j2 j3

jn

jn−1

0 0

0

1 0

1

1 1

0

0 1

1
= 1===

Let us mention the fact that, XOR and COPY tensors are related by local
basis transformation induced by the Hadamard tensor𝐻 (cfr. Chapter 2), such
that one has

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn
j1 j2 j3 jn

=j1

j2 j3

jn

jn−1

0 0

0

1 0

1

1 1

0

0 1

1
= 1===

H

H H

=1
2

CNOT tensor — The Control-NOT (CNOT) tensor, is a 4-order tensor
which can be constructed by attaching a copy tensor with a xor tensor. It is of
fundamental importance in quantum computation since it is used as entries of
the homonym 2-qubit gate (cfr. Chapter 2). It is diagrammatic represented as

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn
j1 j2 j3 jn

=j1

j2 j3

jn

jn−1

0 0

0

1 0

1

1 1

0

0 1

1
= 1===

H

H H

=1
2

a b c d
0 0 0 0
0 1 0 1

1 0 1 1

1 1 1 0

ĈNOT = ∑
i1,i2,j1,j2

| i1, i2⟩⟨j1, j2 | = |0⟩⟨0 | ⊗ ̂I + |1⟩⟨1 | ⊗ X̂
i1

i2

j1

j2

a

b

c

d

Basically, the copy tensor is attached to the control line, which let the input “a”
to be copied to the output “c”; in the meanwhile this control line is controlling
indeed the xor tensor, whose input “b” is then transformed to the output “d”
according to the value of the control line (see logic table above).

1.2 Tensor Networks
A tensor network is a structured assemblage of tensors, where a specific
subset (up to the entire set) of their total indices is systematically contracted.
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The foundational operation within tensor networks involves the contraction
of indices between two tensors, representing a fundamental and versatile
generalization of traditional matrix multiplication. This operation lies at the
core of tensor network methodologies, providing a framework for intricate
manipulations and computations involving higher-order tensors.

Tensor index contraction— Diagrammatically, contracting two tensor
indices corresponds to connect those indices with a single wire. Let’s consider
two tensors 𝐴 and 𝐵 of order respectively 𝑘 and 𝑞, and dimensions∏𝑘

𝑖=1 𝑑
(𝐴)
𝑖

and
∏𝑞

𝑖=1 𝑑
(𝐵)
𝑖 . They can be contracted along shared indices: for example, the

rightmost 𝑙 indices of 𝐴 with the leftmost 𝑙 indices of 𝐵 by just connecting the
corresponding legs as below

which correspond in summing over the spaces of the shared indices, namely

∑

𝑗1,…,𝑗𝑙
𝐴𝑚1,…,𝑚𝑘−𝑙 ,𝑗1,…,𝑗𝑙𝐵𝑗1,…,𝑗𝑙 ,𝑛1,…,𝑛𝑞−𝑙 = 𝐶𝑚1,…,𝑚𝑘−𝑙 ,𝑛1,…,𝑛𝑞−𝑙 . (1.3)

The result is a order-(𝑘 + 𝑞 − 2𝑙) tensor. Notice that the legs {𝑗1,… , 𝑗𝑙} can be
contracted provided that they are referring to the same vector (or dual) spaces
in both tensor 𝐴 and tensor 𝐵.

Alternatively, one can always achieve tensor contractions of arbitrary
order and over arbitrary number of legs by resorting the operation to a vector-
vector, matrix-vector or matrix-matrix multiplication. This involves initially
reshaping the tensors into lower order tensors, by collecting via index fusion
all non-contracted indices into a single index and all shared indices into
another single index. In our previous example, we have considered the special
case where the last 𝑙 indices of 𝐴 and the first 𝑙 indices of 𝐵 are the shared
indices; this will correspond to reshape both tensors as 𝐴𝑚1,…,𝑚𝑘−𝑙 ,𝑗1,…,𝑗𝑙 →
𝐴𝑚,𝑗 and 𝐵𝑗1,…,𝑗𝑙 ,𝑛1,…,𝑛𝑞−𝑙 → 𝐵𝑗,𝑛. This is followed by regular a matrix-matrix
multiplication along the shared index 𝑗,∑𝑗 𝐴𝑚,𝑗𝐵𝑗,𝑛 = 𝐶𝑛,𝑚. Finally, the free
indices are reshaped back to the original indices 𝐶𝑛,𝑚 → 𝐶𝑚1,…,𝑚𝑘−𝑙 ,𝑛1,…,𝑛𝑞−𝑙 .
The modern scientific computing provides several options for performing
efficiently algebraic manipulation of tensors.
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Example 1.3: Contraction order do matter

At the core of all tensor network procedures lies the contraction of a
network comprising multiple tensors, consolidating them into a single
tensor. Here we illustrate an example of the problem where the goal is
to contract the tensor network {𝐴, 𝐵, 𝐶} as depicted below

One straightforward approach to numerically evaluate this contraction
would involve a direct summation over all the three shared indices,
achievable through the implementation of a series of nested for loops.
Although this approach yields the correct result, it is generally not the
preferred method due to computational inefficiency. Specifically, for
this example, assuming all indices have bond dimension 𝜒, the direct
summation over the internal legs requires 𝑂(𝜒3) operations, for each
entry of the tensor 𝐴𝐵𝐶, thus yielding to an overall computational
cost 𝑂(𝜒5).

We can opt for an alternative approach and break down the assess-
ment of the tensor ABC into two distinct steps. But also in this case,
we may follow different paths; for example:

1. 𝐴, 𝐵, 𝐶 → 𝐴𝐶, 𝐵 → 𝐴𝐵𝐶

2. 𝐴, 𝐵, 𝐶 → 𝐴, 𝐵𝐶 → 𝐴𝐵𝐶



1.2. TENSOR NETWORKS 17

Applying analogous reasoning as previously, it can be deduced that
the computational cost for evaluating the intermediate tensor 𝐴𝐶 in
the path 1 scales as 𝑂(𝜒5), and only the subsequent contraction to get
𝐴𝐵𝐶 needs for a smaller cost of 𝑂(𝜒4). However, by following the path
2 we only need an overall computational cost of 𝑂(𝜒4).

Therefore, decomposing the network contraction into a series of
smaller contractions, each involving only a pair of tensors (referred to
as pairwise tensor contraction), proves to be computationally econom-
ical or even more cost-effective for any non-trivial bond dimension,
provided that the chosen sequence of pairwise contractions have been
properly selected.

Tensor contraction cost — We have just considered the problem of effi-
ciently contracting tensors, and we have realized from the Example 1.3, that
the elementary contraction within a tensor network is a pairwise contraction.
This contraction is denoted as (𝐴×𝐵), and involves tensors𝐴 and 𝐵 connected
by one or more common indices. A straightforward method for executing
such contractions, as exemplified in Equation (1.3), entails employing nested
for loops to sum over the shared indices. The computational cost associated
with this evaluation, measured in terms of the required number of scalar
multiplications, can be precisely expressed as:

cost(𝐴 × 𝐵) = dim(𝐴) × dim(𝐵)
dim(𝐴 ∩ 𝐵)

(1.4)

where dim(𝐴) (dim(𝐵)) represents the total dimension of 𝐴 (𝐵) (i.e., the prod-
uct of its index dimensions), and dim(𝐴 ∩ 𝐵) denotes the total dimension of
the shared indices.

Alternatively, one can reinterpret a pairwise contraction as a matrix multi-
plication by following these steps: firstly, rearrange the free and contracted
indices on each tensor so that they appear sequentially. Next, merge the free
indices and the contracted indices into single separate indices. Subsequently,
the contraction is performed through a single matrix-matrix multiplication
operation, although the resulting product may need to be reshaped back into
tensor form. This approach of recasting as matrix multiplication does not alter
the formal computational cost outlined in Equation (1.4). However, inmodern
computing, utilizing highly optimized BLAS routines, matrix multiplications
are typically executed more efficiently than equivalent for loop summations.
Consequently, when dealing with tensors of large total dimensions, recast-
ing as matrix multiplication is often favored for evaluating pairwise tensor
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contractions, despite requiring additional computational overhead due to the
necessity of rearranging tensor elements in memory using “reshaping” (i.e.
index fusion). However, for practical uses there are several packages avail-
able in majority of modern programming languages designed for scientific
computing that allows for a very efficient and direct contraction of a complex
tensor network.

1.3 Tensor Network Decomposition

Tensor decomposition involves the process of taking a single tensor and break-
ing it down into two or more constituent tensors. The original tensor indices
are distributed among these constituents, which are connected through shared
internal indices. Conceptually, tensor decomposition can be seen as the in-
verse operation of tensor contraction. In this section, we explore two specific
decompositions that play a pivotal role in essential tensor network algorithms
for quantum physics, namely the eigendecomposition, singular value decompo-
sition (SVD), and the QR decomposition. These decompositions are essentially
matrix decomposition, for tensors of higher order decomposition is usually
achieved by first reshaping the tensor into an appropriate matrix with index
fusion followed by a matrix decomposition, and finally reshaping back to the
higher order tensor by index splitting.

Eigendecomposition— Matrices that are diagonalizable can be factorized
in terms of its eigen values and eigenvectors called eigendecomposition. Here
we restrict to Hermitian matrix which is a special case of diagonalizable
matrix relevant to quantum operators. In this case it is also called spectral
decomposition. Consider a 𝑛×𝑛Hermitianmatrix𝑀, the eigendecomposition
of𝑀 is given by,

𝑀𝛼,𝛽 = 𝑈𝛼,𝛾Σ𝛾,𝛾𝑈†
𝛾,𝛽, (1.5)

where 𝑈 is a 𝑛 × 𝑛 unitary matrix (𝑈𝑈† = 𝑈†𝑈 = 𝟙) whose columns are
orthogonal eigenvectors of𝑀 and Σ is a 𝑛×𝑛 diagonal matrix whose diagonal
entries are the corresponding eigenvalues. The computational cost for an
eigendecomposition scales as 𝑂(𝑛3). The following tensor network diagram
shows the eigendecomposition of a generic Hermitian matrix 𝑀 and the
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associated properties. The vertical line represents the identity matrix 𝟙.

Singular Value Decomposition (SVD) — Unlike eigendecomposition
singular Value decomposition exists for any generic matrix. SVD factorizes a
𝑚 × 𝑛 rectangular matrix𝑀 into three different components as follows,

𝑀𝛼,𝛽 = 𝑈𝛼,𝛾𝑆𝛾,𝛾𝑉†
𝛾,𝛽, (1.6)

where 𝑈 is a𝑚 ×𝑚 unitary matrix, 𝑆 is a𝑚 × 𝑛 rectangular diagonal matrix
with positive entries, and 𝑉† is a 𝑛 × 𝑛 unitary matrix. The diagonal entries
of 𝑆 are known as the singular values and is usually written in descending
order without loss of generality. The number of non-zero singular values
𝑟 = min(𝑚, 𝑛) is known as the rank of matrix𝑀. This allows for a compact
representation of SVD,𝑀𝛼,𝛽 =

∑𝑟
𝛾=1𝑈𝛼,𝛾𝑆𝛾,𝛾𝑉†

𝛾,𝛽 . In compact representation
𝑈 has dimension 𝑚 × 𝑟 and has orthonormal columns, 𝑈†𝑈 = 𝟙 and are
called left normalized, whereas 𝑉† has dimension 𝑟 × 𝑛 and has orthonormal
rows, 𝑉𝑉† = 𝟙 and are called right normalized. The computational cost of
compact SVD is 𝑂(𝑚𝑛2) (assuming 𝑚 > 𝑛). The following tensor network
diagram shows the SVD of a generic rectangular matrix𝑀 and the associated
properties.

The eigendecomposition is related to SVD. The SVD of 𝑀 implies the
following two expressions,𝑀𝑀† = 𝑈(𝑆𝑆∗)𝑈† and𝑀†𝑀 = 𝑉(𝑆∗𝑆)𝑉†. There-
fore the singular values are the square roots of the eigenvalues of𝑀𝑀† (and

𝑀†𝑀). If𝑀 is Hermitian it has a unique eigendecomposition,𝑀 = 𝑈Σ𝑈
†

and the absolute eigenvalues of𝑀 are the singular values. If 𝑀 is positive
semi-definite the eigenvalues becomes equal to the singular values. In this
scenario the SVD becomes equivalent to eigendecomposition.
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QR decomposition — QR decomposition decomposes a matrix𝑀 of di-
mension𝑚 × 𝑛 into two constituent components as,

𝑀𝛼,𝛽 = 𝑄𝛼,𝛾𝑅𝛾,𝛽 (1.7)

where, 𝑄 is a 𝑚 × 𝑚 unitary matrix, 𝑅 is a 𝑚 × 𝑛 upper triangular matrix.
The lowest (𝑚 − 𝑛) rows of matrix 𝑅 are comprised of zeros, allowing for
a more compact representation of the decomposition as follows: 𝑀𝛼,𝛽 =∑

𝛾 𝑄
1
𝛼,𝛾𝑅1𝛾,𝛽, where 𝑄

1 denotes a rectangular matrix with dimensions𝑚 × 𝑛
and features orthonormal columns (𝑄†𝑄 = 𝟙), while 𝑅1 is an upper triangular
square matrix sized at 𝑛 × 𝑛. Although 𝑄1 shares the characteristic of left
orthonormality with matrix 𝑈 in the SVD, it is important to note that these
matrices are not identical. The following tensor network diagram shows
the QR decomposition of a generic rectangular matrix𝑀 and the associated
properties.

Analogously, we can define 𝐿𝑄 and 𝑅𝑄 decompositions, where 𝑄 is now
right normalized, 𝑄𝑄† = 𝟙 and 𝐿 and 𝑅 are lower and upper triangular
matrices respectively.

1.3.1 Matrix product tensor network

Thematrix decompositions outlined above can be used to decompose a generic
tensor into constituent tensors of lower order [KB09; Ose11]. One such de-
composition that has huge application in many body physics is matrix product
decomposition where a generic tensor of order-𝑘 is decomposed as the prod-
uct of 𝑘 matrices (or more precisely order-3 tensors). This decomposition is
obtained by a sequence of SVD or QR decompositions in a generic matrix. In
the following example we will employ SVD to decompose a generic order-𝑘
tensor into right canonical matrix product network.
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Example 1.4: Left canonical matrix product decomposition

Consider a generic order-𝑘 tensor 𝑇𝑗1,𝑗2,…,𝑗𝑘 , we begin by reshaping the
tensor into a matrix by index fusion, 𝑇𝑗1,(𝑗2,…,𝑗𝑘)followed by a SVD,

𝑇𝑗1,(𝑗2,…,𝑗𝑘) =
∑

𝑐1
𝑈𝑗1,𝑐1𝑆𝑐1,𝑐1𝑉

†
𝑐1,(𝑗2,…,𝑗𝑘)

=
∑

𝑐1
𝐴𝑐1
𝑗1
𝑇𝑐1,𝑗2,…,𝑗𝑘 .

The left normalized matrix𝑈𝑗1,𝑐1 is renamed as 𝐴
𝑐1
𝑗1
and 𝑆 and 𝑉† is

contracted and reshaped into 𝑇𝑐1,𝑗2,…,𝑗𝑘 . In the second step we reshape
𝑇𝑐1,𝑗2,…,𝑗𝑘 into a matrix 𝑇(𝑐1,𝑗2),(𝑗3,…,𝑗𝑘) followed by a SVD,

∑

𝑐1
𝐴𝑐1
𝑗1
𝑇(𝑐1,𝑗2),(𝑗3…,𝑗𝑘) =

∑

𝑐1,𝑐2
𝐴𝑐1
𝑗1
𝑈𝑐1,𝑗2,𝑐2𝑆𝑐2,𝑐2𝑉

†
𝑐2,(𝑗3,…,𝑗𝑘)

=
∑

𝑐1,𝑐2
𝐴𝑐1
𝑗1
𝐴𝑐1,𝑐2
𝑗2

𝑆𝑐2,𝑐2𝑉
†
𝑐2,(𝑗3,…,𝑗𝑘)

=
∑

𝑐1,𝑐2
𝐴𝑐1
𝑗1
𝐴𝑐1,𝑐2
𝑗2

𝑇𝑐2,𝑗3,…,𝑗𝑘 .

This procedure is sequentially repeated at each indices to obtain
the full decomposition,

𝑇𝑗1,𝑗2,…,𝑗𝑘 =
∑

𝑐1,𝑐2,…,𝑐𝑘−1
𝐴𝑐1
𝑗1
𝐴𝑐1,𝑐2
𝑗2

…𝐴𝑐𝑘−2,𝑐𝑘−1
𝑗𝑘−1

𝐴𝑐𝑘−1
𝑗𝑘

.

The full procedure is summarized in the following tensor network
diagram,
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If we assume the dimension of the free indices to be 𝜒 then the di-
mension of the constituent tensors are𝜒×𝜒,… , 𝜒𝑘∕2−1×𝜒×𝜒𝑘∕2, 𝜒𝑘∕2×
𝜒×𝜒𝑘∕2−1,… , 𝜒×𝜒. This is called a left canonical decomposition since
the constituent tensors (apart from the rightmost tensor 𝐴𝑐𝑘−1

𝑗𝑘
) are left

normalized,
∑

𝑐𝑙−1,𝑗𝑙
𝐴𝑐𝑙−1,𝑐𝑙
𝑗𝑙

[
𝐴𝑐𝑙−1,𝑐′𝑙
𝑗𝑙

]†
= 𝛿𝑐𝑙 ,𝑐′𝑙 .

The example presented above is not unique, alternatively we can start the
SVD from the rightmost index 𝑗𝑘 and proceed from right to left to obtain the
right canonical matrix product decomposition,

𝑇𝑗1,𝑗2,…,𝑗𝑘 =
∑

𝑐1,𝑐2,…,𝑐𝑘−1
𝐵𝑐1𝑗1𝐵

𝑐1,𝑐2
𝑗2

…𝐵𝑐𝑘−2,𝑐𝑘−1𝑗𝑘−1
𝐵𝑐𝑘−1𝑗𝑘

.

This is summarized by the following tensor network diagram,

Each constituent tensors (apart from the leftmost tensor 𝐵𝑐1𝑗1) are right nor-

malized,
∑

𝑐𝑙 ,𝑗𝑙
𝐵𝑐𝑙−1,𝑐𝑙𝑗𝑙

[
𝐵𝑐

′
𝑙−1,𝑐𝑙
𝑗𝑙

]†
= 𝛿𝑐𝑙 ,𝑐′𝑙 .

1.3.2 Tree tensor network (TTN)

Another relevant decomposition of a large tensor is the tree tensor network
(TTN) where the constituent tensors of the network lie on the nodes of a
connected acyclic tree graph[Mon18]. In the following examples we outline
steps to decompose an order-8 tensor into a binary TTN (two tensors branching
out of each tensor).

Example 1.5: Tree tensor network decomposition

We start from a generic tensor of order-8. The tensor is split into two
order-5 tensors via QR decomposition as shown in (a). Similar steps of
consecutive QR and LQ decompositions are applied to get six order-3
tensors as shown in (b),(c), and (d) respectively. The underlying struc-



1.3. TENSOR NETWORK DECOMPOSITION 23

ture is a binary tree with an input branch and two output branches
stemming out of each nodes. In the final form five of the six constituent
tensors are right or left orthogonal as shown in (e). The non-orthogonal
tensor (in orange full circle) is known as the orthogonality center. A
tensor in a tensor network is called an orthogonality center if all the in-
dices stemming out of the tensor annihilate to identity when contracted
with its conjugate. We can also separate the orthogonality center into
an order-2 tensor (in orange full triangle) lying at the geometrical center
of the tensor network.

The position of orthogonality center within a tree tensor network
is flexible. We can shift the orthogonality center to any node by a
sequence of QR and LQ decompositions. The following figure depicts
the shifting of orthogonality center in the tree tensor network from one
node to another.
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Chapter 2

Quantum Physics with
Tensors

Reality is not always probable,
or likely.

Jorge Luis Borges

2.1 Introduction to quantummechanics

Quantummechanics is universally recognized as one of themain achievement
in humanity’s understanding of the natural world [Pen04]. Despite its incred-
ible generality and astonishing predictive power, this theory is based on a few
simple foundational elements. In the following, we will shortly summarize
these postulates, without explaining how they were originally derived by the
founding fathers of quantum mechanics, about a hundred years ago.

2.1.1 States and observables

First, any quantum system is associated with an Hilbert spaceℋ, i.e. a linear
vector space over the field of complex numbers ℂ with a metric induced by
the inner product. Elements (vectors) of the Hilbert space represent possible
states of the system, and are usually denoted with the ket notation |||𝜓⟩. The
inner scalar product between two states |||𝜓⟩, |||𝜙⟩ is denoted as ⟨𝜓|||𝜙⟩ ∈ ℂ.
Physical states have norm 1, meaning that ‖|||𝜓⟩‖

2 = ⟨𝜓|||𝜓⟩ = 1. Sinceℋ is a
linear space, in principle any linear combination 𝛼 |||𝜓⟩ + 𝛽 |||𝜙⟩ (𝛼, 𝛽 ∈ ℂ) of

25
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two states |||𝜓⟩, |||𝜙⟩ is also a possible state (a part for an overall normalization
constant).

Sometimes it is convenient to represent a state |||𝜓⟩ in terms of its compo-
nents with respect to a basis of the Hilbert space. Specifically, we consider
an orthonormal basis, denoted as {|𝑘⟩}𝐷𝑘=1 where 𝐷 is the Hilbert space di-
mension. The vectors of this basis satisfies: ⟨𝑘|𝑙⟩ = 𝛿𝑘𝑙 (orthogonality), and∑𝐷

𝑘=1 |𝑘⟩ ⟨𝑘| = �̂� (completeness). The decomposition of |||𝜓⟩ is the following

|||𝜓⟩ =
∑

𝑘
𝜓𝑘 |𝑘⟩ , (2.1)

and the components are given by

𝜓𝑘 = ⟨𝜓|||𝑘⟩ . (2.2)

Essentially, by choosing a specific basis, we can express all the states in the
Hilbert space in terms of their components (coordinates). Consequently,
we effectively establish an equivalence betweenℋ and ℂ𝐷. This is of great
practical utility, as numbers can be easily handled for numerical calculations.

The second part of this first postulate asserts that any physical observable𝑂
(such as energy, momentum, magnetization, etc.) is associated with a Hermi-
tian operator �̂� acting onℋ (i.e. �̂� ∶ℋ →ℋ and �̂�† = �̂�, where † indicates
the Hermitian adjoint). Also operators can be expressed in coordinates as

�̂� =
𝐷∑

𝑘,𝑙=1
𝑂𝑘𝑙 |𝑘⟩ ⟨𝑙| , (2.3)

with
𝑂𝑘𝑙 = ⟨𝑘|�̂�|𝑙⟩ . (2.4)

Notice that |𝑘⟩ ⟨𝑙| is a convenient notation for the linear operator acting as
|𝑘⟩

⟨
𝑙|||𝑘′

⟩
= |𝑘⟩ 𝛿𝑙𝑘′ on a given vector of the basis |||𝑘′

⟩
. The coordinates 𝑂𝑘𝑙

of the operator are 𝐷2 complex numbers. The fact that the operator must be
Hermitian implies that the matrix of coefficients must satisfy the condition
𝑂∗
𝑘𝑙 = 𝑂𝑙𝑘. Even for operators, there exists a vector space structure, as Hermi-

tian matrices of size 𝐷 × 𝐷 form a vector space over the field of real numbers
ℝ with dimension 𝐷2.

As a final point in this section, we observe that in general one can contem-
plate a broader scenario where a quantum system exists in a certain statistical
mixture {𝜋𝑖, |||𝜓𝑖⟩} of possible states (i.e. the system can be in the state |||𝜓𝑖⟩
with probability 𝜋𝑖 ≥ 0, and∑𝑖 𝜋𝑖 = 1). In this context, the mathematical
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object that is convenient to consider for describing the system is the following
operator

�̂� =
∑

𝑖
𝜋𝑖 |||𝜓𝑖⟩ ⟨𝜓𝑖||| , (2.5)

which is known as density matrix. Here, |||𝜓𝑖⟩ ⟨𝜓𝑖||| is the projector operator on
the state |||𝜓𝑖⟩. The density matrix is:

i. Hermitian �̂�† = �̂�;

ii. positive semi-definite, meaning that ⟨𝜓|||�̂�|||𝜓⟩ ≥ 0, for any state |||𝜓⟩;

iii. with trace 1 since: Tr[�̂�] =
∑

𝑖 𝜋𝑖 Tr[
|||𝜓𝑖⟩ ⟨𝜓𝑖|||] =

∑
𝑖 𝜋𝑖 = 1.

In general, any operator that meets these conditions i), ii), iii) is as a possible
density matrix. Notice that since �̂� is Hermitian, it can be diagonalized as:

�̂� =
∑

𝑘
𝑝𝑘 |||𝜑𝑘⟩ ⟨𝜑𝑘||| , (2.6)

where |||𝜑𝑘⟩ are the eigenvectors of �̂� and 𝑝𝑘 the associated eigenvalues. Condi-
tions ii) and iii) can also be rephrased saying that a density matrix should have
non negative eigenvalues 𝑝𝑘 ≥ 0 which sum to 1,∑𝑘 𝑝𝑘 = 1. This meas that
eigenvalues of a density matrix can also be interpreted as a set of probabilities.
As for states, also density matrices can be linearly combined. However, since
the trace of the sum has to be 1, only convex superposition are allowed, as
for instance 𝑝�̂�1 + (1 − 𝑝)�̂�2, with 𝑝 ∈ [0, 1]. Whenever a density matrix can
be expressed as a projector into a single state �̂� = |||𝜓⟩ ⟨𝜓||| (i.e. the statistical
mixture is trivial), it is said that the system is in a pure state.

2.1.2 Evolution

The second postulate defines how a quantum mechanical system evolves.
It states that any closed quantum system undergoes its evolution through a
unitary transformation. This implies that in the absence of interaction with
the environment, any physical process is mathematically represented by a
unitary operator �̂� acting on the Hilbert space and mapping a state |||𝜓⟩ to a
new state 𝑈 |||𝜓⟩. We recall that a linear operator is unitary when it preserves
the inner product or equivalently when it satisfies �̂�†�̂� = �̂��̂�† = �̂�. This
condition allows consistency with the first postulate, since the evolved state
𝑈 |||𝜓⟩ will still have a norm of 1 (since ‖‖‖‖�̂�

|||𝜓⟩
‖‖‖‖
2 = ⟨𝜓|||�̂�†�̂�|||𝜓⟩ = ‖|||𝜓⟩‖

2 = 1).
The most notable example of quantum evolution is given by the

Schrödinger equation, which describes the evolution in time 𝑡 of a closed
quantum system, relating the derivative with respect to time of the state |||𝜓(𝑡)⟩
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to the action of a suitable Hermitian operator �̂� called the Hamiltonian of the
system [KP09]. The equation is:

𝜕
𝜕𝑡
|||𝜓(𝑡)⟩ = −𝑖�̂� |||𝜓(𝑡)⟩ . (2.7)

The Hermiticity property of the Hamiltonian, �̂� = �̂�†, implies that

𝑑
𝑑𝑡 ⟨𝜙(𝑡)

|||𝜓(𝑡)⟩ = −𝑖⟨𝜙(𝑡)|�̂�|𝜓(𝑡)⟩ + 𝑖⟨𝜙(𝑡)|�̂�†|𝜓(𝑡)⟩ = 0 (2.8)

which implies at all time 𝑡

⟨𝜙(𝑡)|||𝜓(𝑡)⟩ = ⟨𝜙(0)|||𝜓(0)⟩ . (2.9)

Last equation signifies that the time evolution preserves the inner products
between states. Thus, Schrödinger’s time evolution is governed by a unitary
operator �̂�𝑡 such that

|||𝜓(𝑡)⟩ = �̂�𝑡
|||𝜓(0)⟩ . (2.10)

It is not difficult to realize that

�̂�𝑡 = exp
(
−𝑖�̂�𝑡

)
≡

∞∑

𝑛=0

(
− 𝑖�̂�𝑡

)𝑛

𝑛! , (2.11)

where we have defined the exponential of an operator through its Taylor
expansion in powers [KP09], i.e.

exp
(
�̂�
)
≡

∞∑

𝑛=0

�̂�𝑛

𝑛! . (2.12)

In general, the Hamiltonian operator can depend on time �̂�(𝑡). This often
occurs when the quantum system is coupled with external fields that change
over time. In this case, the correct definition of the unitary operator describing
the evolution is [KP09]

�̂�𝑡 =𝒯 [exp(−𝑖 ∫
𝑡

0
�̂�(𝑠)𝑑𝑠)] ≡

≡
∞∑

𝑛=0

(−𝑖)𝑛
𝑛! ∫

𝑡

0
𝑑𝑠1 ∫

𝑡

0
𝑑𝑠2… ∫

𝑡

0
𝑑𝑠𝑁 𝒯

[
�̂�(𝑠1)�̂�(𝑠2) … �̂�(𝑠𝑁)

]
,

(2.13)
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where we introduced the time-ordering operator 𝒯[…] which arranges opera-
tors in chronological order [KP09]. For instance:

𝒯[�̂�(𝑠1)�̂�(𝑠2)] = {
�̂�(𝑠1)�̂�(𝑠2) if 𝑠1 > 𝑠2
�̂�(𝑠2)�̂�(𝑠1) if 𝑠1 < 𝑠2

(2.14)

This type of evolution (unitary dynamics) is not the only possible one.
Indeed, in the density matrix formalism, it is possible to identify a much more
general class of physically allowed transformations. These also include cases
where the system is coupled with an ancillary system, evolved unitarily, and
then the ancillary system is traced out. The resulting dynamics for the system’s
density matrix �̂� is thus non-unitary. This type of generalized evolution is
described by a set of Kraus operators �̂�𝑖 that must satisfy the completeness
relation

∑
𝑖 �̂�

†
𝑖 �̂�𝑖 = �̂�. The evolution is given by the mapping

�̂� → ℰ(�̂�) =
∑

𝑖
�̂�†
𝑖 �̂��̂�𝑖 . (2.15)

ℰ is a super-operator, meaning that it maps operators to operators. In fact, the
form given in Eq. (2.15) represents the most general form for a class of super-
operators known as completely positive trace-preserving super-operators. It
can be rigorously demonstrated that if (�̂� is a well-defined density matrix,
then ℰ(�̂�) will also be a well-defined density matrix. We refer the reader to
Chapter 5 for a treatment of these topics.

2.1.3 Measurements

The third postulate of quantum mechanics concerns what happens when an
external observer interacts with the quantum system to measure a physical
quantity of interest. The possible outcomes of the measurement experiment
are labeled by an index 𝑘, and for each of them we assume the existence of
a certain operator �̂�𝑘 describing the evolution of the system just after the
measurement. The postulate asserts that, with probability 𝑝𝑘 = ⟨𝜓|||�̂�

†
𝑘�̂�𝑘

|||𝜓⟩,
the measurement results in 𝑘 and the system transitions (jumps) from its
initial state |||𝜓⟩ to

�̂�𝑘
|||𝜓⟩√

⟨𝜓|||�̂�
†
𝑘�̂�𝑘

|||𝜓⟩
. (2.16)

Notice that the post-measurement state is again properly normalized to 1.
The following completeness equation must be fulfilled by the measurement
operators ∑

𝑘
�̂�†
𝑘�̂�𝑘 = �̂� , (2.17)
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so that the probabilities 𝑝𝑘 sum to 1. In case of mixed state �̂�, Eq. (2.16) is
generalized to:

�̂�𝑘�̂��̂�†
𝑘

Tr
[
�̂�†
𝑘�̂�𝑘�̂�

] , (2.18)

while the probability of outcome 𝑘 is 𝑝𝑘 = Tr
[
�̂�†
𝑘�̂�𝑘�̂�

]
.

The simplest example of measurement process is given by projective mea-
surements. These are a sub-class of the general scenario described above. In
this case, the observer measures a Hermitian operator �̂�, and the measure-
ments operators are the projectors on the eigenstates of �̂�. Since �̂� is Hermi-
tian, we can use its spectral decomposition �̂� =∑

𝑘 𝑂𝑘�̂�𝑘, where where �̂�𝑘 is
the projector onto the eigenspace of �̂� having eigenvalue𝑂𝑘 and �̂�𝑘�̂�𝑙 = 𝛿𝑘𝑙�̂�𝑘.
Since �̂�𝑘 are projectors, we have 𝑝𝑘 = ⟨𝜓|||�̂�𝑘|||𝜓⟩. Furthermore, it is particularly
simple to compute the expectation value of �̂� (namely, the value to which
the empirical average of the outcomes converges as one repeats an increasing
number of measurement experiments). Indeed,

𝑂 =
∑

𝑘
𝑝𝑘𝑂𝑘 =

∑

𝑘
⟨𝜓|||�̂�𝑘|||𝜓⟩𝑂𝑘 = ⟨𝜓|||

∑

𝑘
𝑂𝑘�̂�𝑘|||𝜓⟩ = ⟨𝜓|||�̂�|||𝜓⟩ , (2.19)

where … indicates average over possible outcomes. The fluctuations around
this value are governed by the variance of the observed outcomes, namely

(𝑂 − 𝑂)2 =
∑

𝑘
𝑝𝑘
(
𝑂𝑘 − 𝑂

)2
= ⟨𝜓|||�̂�2|||𝜓⟩ − ⟨𝜓|||�̂�|||𝜓⟩

2 . (2.20)

2.1.4 Composite systems

It is possible for a quantum system to consist ofmultiple quantum constituents.
For instance, a molecule is composed of different atoms interacting with each
other, and an atom consists of many electrons. Our last postulate specifies the
relationship between the Hilbert space of the entire systemℋ and the Hilbert
space of the individual constituentsℋ𝑖. The statement is that

ℋ ≡
𝑁⨂

𝑖=1
ℋ𝑖 , (2.21)

i.e. the state space of a composite system is formed by the tensor product
of the state spaces of the component physical systems. If we establish an
orthonormal basis |||𝑘𝑖⟩

𝐷𝑖
𝑘𝑖=1

for each individual Hilbert spaceℋ𝑖, it follows that
the basis for the composite Hilbert spaceℋ is given by

|||𝑘1, 𝑘2… 𝑘𝑁⟩ ≡ |𝑘1⟩ |𝑘2⟩… |||𝑘𝑁⟩ . (2.22)
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The orthogonality condition becomes
⟨
𝑘1, 𝑘2… 𝑘𝑁

||||𝑘
′
1, 𝑘

′
2… 𝑘

′
𝑁
⟩
= 𝛿𝑘′1𝑘1𝛿𝑘′2𝑘2 … 𝛿𝑘′𝑁𝑘𝑁 . (2.23)

Therefore the dimension ofℋ is the product of the dimension of individual
Hilbert spaces, 𝐷 =∏𝑁

𝑖=1 𝐷𝑖.

Now, suppose that our composite system is in a state �̂�. We divide the
entire system into a specific subsystem𝐴 and its complement𝐵, such thatℋ =
ℋ𝐴⊗ℋ𝐵. If our focus is solely on describing the behavior of subsystem𝐴, we
have somehow to marginalize over 𝐵, i.e. to sum over over all potential states
of 𝐵. Indeed for any density matrix �̂� of the full system and any observable
�̂�𝐴 ∶ℋ𝐴 →ℋ𝐴 acting only on 𝐴, we have

Tr
[
�̂�(�̂�𝐴 ⊗ �̂�𝐵)

]
= Tr𝐴[�̂�𝐴�̂�𝐴] (2.24)

where �̂�𝐴 is a density matrix for the subsystem only named reduced density
matrix and defined as

�̂�𝐴 ≡ Tr𝐵[�̂�] . (2.25)

Tr𝐵[…] is a mathematical operation called partial trace, defined from the
following equality

⟨𝛼|�̂�𝐴|𝛼′⟩ =
𝐷𝐵∑

𝛽=1
⟨𝛼, 𝛽|�̂�|𝛼′, 𝛽⟩ , (2.26)

for any basis {|𝛼⟩}𝐷𝐴𝛼=1 and {
|||𝛽⟩}

𝐷𝐵
𝛼=1 of 𝐴, 𝐵. It is not difficult to show that if

�̂� is a well-defined density matrix, then so is �̂�𝐴, in the sense that it satisfies
the three fundamental properties: i) �̂�†𝐴 = �̂�𝐴; ii) �̂�𝐴 > 0; iii) Tr

[
�̂�†𝐴
]
= 1.

Besides, for any evolution operator �̂�𝐴 acting on𝐴 only, we have: �̂�†
𝐴�̂�𝐴�̂�𝐴 ≡

Tr𝐵[(�̂�𝐴⊗ �̂�𝐵)†�̂�(�̂�𝐴⊗ �̂�𝐵)], meaning that the result is the same regardless if
we first apply �̂�𝐴⊗ �̂�𝐵 and then trace away 𝐵, or we first then trace away 𝐵 and
then apply �̂�𝐴. Similar conclusions can be drawn in case of measurements
performed on system 𝐴 only.

Example 2.1: Purification

Purification refers to considering a mixed state (such as the infinite
temperature state in the previous example) as derived from a pure state
of a system and its environment by taking the partial trace over the
environment. Specifically, consider a mixed state �̂�𝐴 for a system 𝐴
with Hilbert spaceℋ𝐴. It is always possible to find a complementary
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system 𝐵 with Hilbert spaceℋ𝐵 and a pure state |||𝜓⟩ ∈ℋ𝐴⊗ℋ𝐵 such
that the reduced density matrix of |||𝜓⟩ over 𝐴 looks like �̂�𝐴, i.e.

�̂�𝐴 = Tr𝐵[�̂�] (2.27)

with �̂� = |||𝜓⟩ ⟨𝜓|||. Indeed, to do this it is enough to write down �̂�𝐴 in its
eigenbasis as: �̂�𝐴 =

∑
𝑘 𝑝𝑘

||||𝜑
𝑎
𝑘
⟩ ⟨
𝜑𝑎𝑘
||||, where {

||||𝜑
𝑎
𝑘
⟩
}𝑘 are the eigenvectors

of �̂�𝐴 and 𝑝𝑘 the associated eigenvalues. Afterwards, one can define
|||𝜓⟩ =

∑
𝑘 𝑝

1∕2
𝑘

||||𝜑
𝑎
𝑘
⟩ ||||𝜑

𝑏
𝑘
⟩
, where {||||𝜑

𝑏
𝑘
⟩
}𝑘 is any other set of mutually

orthogonal and normalized states defined in a suitable system 𝐵.

2.2 Quantummechanics of a single qubit
The simplest non-trivial quantum system is one in which the Hilbert space
is spanned by only two states, which can be denoted as |0⟩ and |1⟩. Such a
system is called a qubit (or quantum bit). A qubit is the fundamental unit of
quantum information, analogous to the bit in classical computing. Unlike
a classical bit, which can exist in only two distinct states 0 or 1, a qubit can
be in a linear superposition of the two basis states, in accordance with the
postulates of quantum mechanics. Any qubit state is therefore parameterized
by two complex numbers 𝛼, 𝛽 such that |||𝜓⟩ = 𝛼 |0⟩+ 𝛽 |1⟩ (for physical states
|𝛼|2+ |𝛽|2 = 1). Thus, the Hilbert space has dimension𝐷 = 2 (ℋ ∼ ℂ2). Any
operator acting onℋ can be constructed using the identity matrix, plus the
three Pauli matrices, whose graphical tensor representation is given by

(1 0
0 1) = 𝕏(0 1

1 0) = 𝕐(0 −i
i 0 ) = ℤ(1 0

0 −1) =

X̂ = ∑
i,j

| i⟩⟨j | = |0⟩⟨1 | + |1⟩⟨0 |𝕏
i

j

̂Y = ∑
i,j

| i⟩⟨j | = − i |0⟩⟨1 | + i |1⟩⟨0 |𝕐
i

j

̂Z = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | − |1⟩⟨1 |ℤ
i

j

ℍ1
2 (1 1

1 −1) = 𝕊(1 0
0 eiπ/2) = 𝕋(1 0

0 eiπ/4) =

Formally, the operators associated to these tensors are constructed by exploit-
ing the effect of these matrices in the tensor product spaceℋ ⊗ℋ∗. This
results in a similar construction to what was obtained for the identity in
Example 1.1,

(1 0
0 1) = 𝕏(0 1

1 0) =

𝕐(0 −i
i 0 ) = ℤ(1 0

0 −1) =

X̂ = ∑
i,j

| i⟩⟨j | = |0⟩⟨1 | + |1⟩⟨0 |𝕏
i

j

̂Y = ∑
i,j

| i⟩⟨j | = − i |0⟩⟨1 | + i |1⟩⟨0 |𝕐
i

j

̂Z = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | − |1⟩⟨1 |ℤ
i

j
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Observe that the representation of Pauli operators underscores the particular
basis selected for their expression. Indeed, typically in quantum computation,
|0⟩ is designated as the+1 eigenvector of �̂�, and |1⟩ as the−1 eigenvector of �̂�.

Other relevant single qubit unitary transformations are the Hadamard
gate �̂�, the phase gate �̂� and the �̂� gate, constructed in the similar way by
exploiting the following tensors

(1 0
0 1) = 𝕏(0 1

1 0) = 𝕐(0 −i
i 0 ) = ℤ(1 0

0 −1) =

X̂ = ∑
i,j

| i⟩⟨j | = |0⟩⟨1 | + |1⟩⟨0 |𝕏
i

j

̂Y = ∑
i,j

| i⟩⟨j | = − i |0⟩⟨1 | + i |1⟩⟨0 |𝕐
i

j

̂Z = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | − |1⟩⟨1 |ℤ
i

j

ℍ1
2 (1 1

1 −1) = 𝕊(1 0
0 eiπ/2) = 𝕋(1 0

0 eiπ/4) =

Note that we used the word ‘gate’ as a synonym for unitary transformation,
borrowing it from the language of classical computation, where operations
are performed by logical gates acting on bits of information (0 or 1).

2.2.1 Bloch sphere

An useful reparametrization of the qubit state |||𝜓⟩ = 𝛼 |0⟩ + 𝛽 |1⟩ can be
utilized to elucidate the effects of unitary transformations. Indeed, since
|𝛼|2 + |𝛽|2 = 1, we can always find angles 𝜃 and 𝜙 such that1

|||𝜓⟩ = cos 𝜃2 |0⟩ + 𝑒𝑖𝜙 sin 𝜃2 |1⟩ . (2.28)

The fact that 𝜃∕2 is used in this expression instead of 𝜃 can be clarified by
calculating the expectation value of the Pauli matrices over the state. Indeed,
we have:

⟨𝜓|||�̂�|||𝜓⟩ = cos 𝜃2 sin
𝜃
2 𝑒

𝑖𝜙 ⟨0|�̂�|1⟩ + cos 𝜃2 sin
𝜃
2 𝑒

−𝑖𝜙 ⟨1|�̂�|0⟩ =

= 2 cos 𝜃2 sin
𝜃
2 cos𝜙 = sin 𝜃 cos𝜙

⟨𝜓|||�̂�|||𝜓⟩ = cos 𝜃2 sin
𝜃
2 𝑒

𝑖𝜙 ⟨0|�̂�|1⟩ + cos 𝜃2 sin
𝜃
2 𝑒

−𝑖𝜙 ⟨1|�̂�|0⟩ =

= 2 cos 𝜃2 sin
𝜃
2 sin𝜙 = sin 𝜃 sin𝜙

⟨𝜓|||�̂�|||𝜓⟩ = cos2 𝜃2 ⟨0|�̂�|0⟩ + sin2 𝜃2 ⟨1|�̂�|1⟩ = cos2 𝜃2 − sin2 𝜃2 = cos 𝜃 .
(2.29)

Therefore, if we imagine placing the states |0⟩ and |1⟩ at the “North Pole” and
“South Pole” of a sphere, respectively, we will find that the state |||𝜓⟩ has polar

1This expression holds true except for an overall global phase, which is entirely irrelevant
as it cannot be detected by measurement experiments..
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coordinates (𝜃, 𝜙), with 𝜃 ∈ [0, 𝜋] and 𝜙 ∈ [0, 2𝜋]. This sphere is known as
Bloch sphere. We will use the convention |||𝜃, 𝜙⟩ to denote the state specified
by the two angles 𝜃, 𝜙.

It should be noted that this is only an idealized framework and one should
not think of the system as just a classic spin oriented in a certain direction.
In fact, the Pauli operators exhibit non-zero (quantum) fluctuations from
the expected value, since for instance ⟨𝜓|||�̂�2|||𝜓⟩ − ⟨𝜓|||�̂�|||𝜓⟩

2 = 1 − cos2 𝜃 ≥ 0.
This means that the state is effectively in a kind of probabilistic superposition
around the point in the Bloch sphere. In fact, every time a (projective) mea-
surement of �̂� is performed, the system will always be found in one of the two
eigenstates of �̂�, namely |0⟩ or |1⟩, never in rotated directions!

Now that we have an intuitive framework for single-qubit states, we can
inquire about the unitary transformations that can implement rotations on
the Bloch sphere. To answer, let us consider the following operator

�̂�𝑍(𝛼) = exp
(
− 𝑖 𝛼2 �̂�

)
. (2.30)

It is easy to realize that

�̂�𝑍(𝛼) =
⎛
⎜
⎝

𝑒−𝑖
𝛼
2 0

0 𝑒+𝑖
𝛼
2

⎞
⎟
⎠
. (2.31)

Now we can apply this �̂�𝑍(𝛼) to the state |||𝜃, 𝜙⟩, and result is

�̂�𝑍(𝛼) |||𝜃, 𝜙⟩ = cos 𝜃2 𝑒
−𝑖 𝛼

2 |0⟩ + 𝑒𝑖𝜙 sin 𝜃2 𝑒
+𝑖 𝛼

2 |1⟩ = 𝑒−𝑖
𝛼
2 |||𝜃, 𝜙 + 𝛼⟩ . (2.32)

So, up to a global phase, the operator �̂�𝑍(𝛼) has rotated the state on the Bloch
sphere by an angle 𝛼 around the Z-axis. In general, it is easy to realize that
the operator

�̂�𝑛𝑛𝑛(𝛼) = exp
(
−𝑖 𝛼2𝑛𝑛𝑛 ⋅ �̂�𝜎𝜎

)
, (2.33)

where
�̂�𝜎𝜎 ≡

(
�̂�, �̂�, �̂�

)
(2.34)

implements a rotation of an angle 𝛼 around the axis specified by the unit
vector𝑛𝑛𝑛 (|𝑛𝑛𝑛| = 1). The rotation is in the counter-clockwise direction. It is also
straightforward to demonstrate that

�̂�𝑛𝑛𝑛(𝛼) = cos
(𝛼
2
)
�̂� − 𝑖 𝑛𝑛𝑛 ⋅ �̂�𝜎𝜎 sin

(𝛼
2
)
. (2.35)
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It is now easy to realize that the Hadamard gate corresponds to a rotation
of 𝜋 around the axis 1

√
2
(1, 0, 1), while �̂� and �̂� are (apart for a global phase)

rotations around the 𝑍−axis of 𝜋∕2 and 𝜋∕4, respectively. In general, it is a
well-known fact that every rotation can be decomposed into a composition of
rotations around the axes 𝑋, 𝑌, 𝑍. It follows that every single qubit gate can
be decomposed as:

�̂� = 𝑒𝑖𝛿�̂�𝑥𝑥𝑥(𝛼)�̂�𝑦𝑦𝑦(𝛽)�̂�𝑧𝑧𝑧(𝛾) , (2.36)

where 𝛼, 𝛽, 𝛾 are known as Euler angles. In general, however, it is sufficient
to implement rotations around two non-parallel generic axes 𝑛𝑛𝑛,𝑚𝑚𝑚 in order to
decompose a generic unitary as:

�̂� = 𝑒𝑖𝛿�̂�𝑛𝑛𝑛(𝛼)�̂�𝑚𝑚𝑚(𝛽)�̂�𝑛𝑛𝑛(𝛾) , (2.37)

2.3 Many-body quantum systems and
Entanglement

Let us consider a system of 𝑛 qubits. According to the general postulates of
quantum mechanics, a basis for the global Hilbert spaceℋ is given by the
states

|𝑥𝑥𝑥⟩ ≡ |𝑥1⟩ |𝑥2⟩… |||𝑥𝑛⟩ , (2.38)

where the indices 𝑥𝑖 ∈ {0, 1} label the local computational basis (as before |0⟩
is the +1 eigenvector of �̂�, and |1⟩ is the −1 eigenvector of �̂�). Any state |||𝜓⟩
can be therefore decomposed as

|||𝜓⟩ =
∑

𝑥𝑥𝑥
𝜓𝑥𝑥𝑥 |𝑥𝑥𝑥⟩ =

∑

𝑥1

∑

𝑥2
…
∑

𝑥𝑛
𝜓𝑥1𝑥2…𝑥𝑛

|||𝑥1𝑥2…𝑥𝑛⟩ . (2.39)

Notice that 𝜓𝑥1𝑥2…𝑥𝑛 is a multi-dimensional tensor with 𝑛 indices. Using the
tensor graphical representation introduced in Chapter 1 we can therefore
represented this many-body wave function as:

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

(2.40)

The tensor 𝜓𝑥1𝑥2…𝑥𝑛 contains 2
𝑛 complex numbers encoding all the informa-

tion about the state of the system. It is usually an extraordinarily complex
object. A primary source of this complexity is that typical many-body states |||𝜓⟩
possess significant quantum correlations among their constituents (qubits).
These correlations, known as entanglement, are crucial for understanding
quantum behavior and will be further discussed in Section 2.3.3.
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2.3.1 Universal set of gates

In addition to single-qubit gates discussed in Section 2.2, exploring the full
complexity of the quantum many-body Hilbert space necessitates the use of
unitary gates that can make the qubits interact. Obviously this requires the
implementation of gates that act on at least two qubits. The fundamental two
qubits gate is often considered to be the CNOT gate. In fact, we will see in
Section 2.3 that CNOT can be used to create prototypical entangled states,
i.e. the Bell pairs. The CNOT gate is basically the operator associated to the
CNOT tensor (cfr. Chapter 1)

j1

j2 j3

jn

= j1 ⊕ j2 ⊕ j3 ⊕ ⋯ ⊕ jn
j1 j2 j3 jn

=j1

j2 j3

jn

jn−1

0 0

0

1 0

1

1 1

0

0 1

1
= 1===

H

H H

=1
2

a b c d
0 0 0 0
0 1 0 1

1 0 1 1

1 1 1 0

ĈNOT = ∑
i1,i2,j1,j2

| i1, i2⟩⟨j1, j2 | = |0⟩⟨0 | ⊗ ̂I + |1⟩⟨1 | ⊗ X̂
i1

i2

j1

j2

a

b

c

d

This means that the control bit remains unchanged, while the target bit is
flipped if the control bit is 1.

At this point, it is appropriate to ask what is the minimal set of gates neces-
sary to have available in order to implement every unitary transformation �̂�.
In particular, given �̂�, one seeks a quantum circuit ̂̃𝑈 composed of elementary
gates that approximate it arbitrarily well, i.e. with error ||�̂� − ̂̃𝑈|| < 𝜖 (where
|| ⋅ || represents some appropriate matrix norm). It turns out that a set of gates
satisfying this universality property is for instance given by:

{ ̂CNOT, �̂�, �̂�} (2.41)

Indeed:

Example 2.2: Decomposition of 𝑛 qubits unitaries

Any 𝑛 qubits unitary �̂� can be decomposed into single qubit unitaries
and CNOT gates, with a number 𝑂(𝑛24𝑛) of elementary gates.

We emphasize that the decomposition described above is generally ineffi-
cient, requiring a number of basic operations that scale exponentially with the
number of qubits 𝑛. Indeed, implementing a generic unitary transformation
�̂� involving 𝑛 qubits necessitates exponentially many elementary gates, as
the matrix �̂� is determined by 𝑂(4𝑛) real parameters. A fundamental and still
unresolved problem in quantum computation is identifying which special
classes of unitary transformations can be computed in the quantum circuit
model using a polynomial number of elementary gates.
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Basically, in order to be universal a set of gates should be able to produce:
complex wave function amplitudes, quantum superposition and quantum
correlations (entanglement, see next sections). It is less obvious to observe
that in addition to these properties, a set of gates must have an additional
property, namely, not containing only unitaries from the Clifford group. These
are defined as those unitaries that map Pauli matrices to Pauli matrices, i.e.,
they do not create superposition of Pauli operators. However, we refer the
reader to Chapter . . . for a discussion of this aspect.

2.3.2 Schmidt decomposition

We introduce a crucial tool in quantum mechanics known as the Schmidt
decomposition [NC10], which is fundamentally an application of the singular
value decomposition (SVD) introduced in Chapter 1. Let us consider a state
|||𝜓⟩ in a bipartite system, i.e. quantum mechanical system described by the
tensor product of the two Hilbert spacesℋ𝐴 ⊗ℋ𝐵. Let us set a basis for the
systems𝐴 and 𝐵, i.eℋ𝐴 = span{||||𝑎𝑗

⟩
} andℋ𝐵 = span{||||𝑏𝑗

⟩
}. The state |||𝜓⟩ can

now be written as
|||𝜓⟩ =

∑

𝑖,𝑗
Φ𝑖𝑗 |||𝑎𝑖⟩

||||𝑏𝑗
⟩
, (2.42)

or graphically as

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

A1 A2 An

x1 x2

⋯⋯⋯
xn

|A1⟩ |A2⟩ |An⟩⋯⋯⋯=
|Aj⟩ = ∑

xj

|xj⟩Aj

xj

|ψ⟩ = ∑
i,j

|ai⟩ |bj⟩ = ∑
k

|φa
k ⟩ |φb

k ⟩Φi j k Λ k (2.43)

In the last graphical equation we carried out a SVD of the matrix Φ = 𝑈Λ𝑉†

and we defined new vectors ||||𝜑
𝑎
𝑘
⟩
=∑

𝑖 𝑈𝑖𝑘
|||𝑎𝑖⟩ and

||||𝜑
𝑏
𝑘
⟩
=∑

𝑖 𝑉
∗
𝑘𝑖
|||𝑏𝑖⟩. These

are usually dubbed Schmidt vectors. They are orthonormal, in fact

⟨
𝜑𝑎𝑙
||||𝜑
𝑎
𝑘
⟩
=
∑

𝑖,𝑗
𝑈∗
𝑗𝑙𝑈𝑖𝑘

⟨
𝑎𝑗
||||𝑎𝑖
⟩
=
∑

𝑖
(𝑈†)𝑙𝑖𝑈𝑖𝑘 = 𝛿𝑙𝑘

⟨
𝜑𝑏𝑙
||||𝜑
𝑏
𝑘
⟩
=
∑

𝑖,𝑗
𝑉𝑙𝑗𝑉∗

𝑘𝑖
⟨
𝑏𝑗
||||𝑏𝑖
⟩
=
∑

𝑖
𝑉𝑙𝑖(𝑉†)𝑖𝑘 = 𝛿𝑙𝑘

(2.44)

The real non-negative entries of the diagonal matrix Λ𝑘𝑘 are the so called
Schmidt values. The number of non vanishing Schmidt values is usually
dubbed Schmidt rank. Schmidt values (and vectors) are related to the eigen-
values (and eigenvectors) of the reduced density matrices of the subsystems A
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and B. In fact

|ψ⟩ = ∑
i,j

|ai⟩ |bj⟩ = ∑
k

|φa
k ⟩ |φb

k ⟩Φi j k Λ k

̂ρA = TrB |Ψ⟩⟨Ψ | = ∑
i,i′ 

|ai⟩⟨ai′ 
| = ∑

k

|φa
k ⟩⟨φa

k |
Φi

Φ*i′ 

k

k

Λ

Λ

̂ρB = TrA |Ψ⟩⟨Ψ | = ∑
j,j′ 

|bj⟩⟨bj′ 
| = ∑

k

|φb
k ⟩⟨φb

k |
Φ j

Φ* j′ k

k

Λ

Λ
(2.45)

where last equality means

�̂�𝐴 =
∑

𝑘
(Λ𝑘𝑘)2

||||𝜑
𝑎
𝑘
⟩ ⟨
𝜑𝑎𝑘
||||

�̂�𝐵 =
∑

𝑘
(Λ𝑘𝑘)2

||||𝜑
𝑏
𝑘
⟩ ⟨
𝜑𝑏𝑘
||||

(2.46)

Notice that if the initial state |||𝜓⟩ is normalized, the reduced density matrices
�̂�𝐴, �̂�𝐵 are also normalized, in the sense that Tr[�̂�𝐴] = Tr[�̂�𝐵] = 1. From this
fact it follows that

∑

𝑘
Λ2
𝑘𝑘 = 1 . (2.47)

Therefore the square of Schmidt coefficients can be also thought as a discrete
probability distribution 𝑝𝑘 = Λ2

𝑘𝑘.

2.3.3 Entanglement

Entanglement is the fundamental property of composite quantum systems,
and accounts for the intrinsic quantum correlations among the constituencies
(for instance qubits). Consider for instance a composite quantum system
ℋ =ℋ𝐴 ⊗ℋ𝐵 and a pure state |||𝜓⟩ ∈ℋ. A natural question arises: can |||𝜓⟩
be factorized as a product of states on 𝐴 and 𝐵, i.e. as |||𝜓𝐴⟩⊗ |||𝜓𝐵⟩?

Definition 2.1: Bipartite product state

Given a pure state |||𝜓⟩ ∈ℋ =ℋ𝐴 ⊗ℋ𝐵 we define it to be a bipartite
product state if |||𝜓⟩ = |||𝜓𝐴⟩⊗ |||𝜓𝐵⟩, otherwise we say the two partitions
𝐴 and 𝐵 of |||𝜓⟩ are entangled.
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Example 2.3: Bell states, Bell measurements and quantum tele-
portation

A prototypical example of entangled states is given by Bell pairs. Con-
sider 𝑁 = 2 qubits and the following four states

|𝟙⟩ = |00⟩ + |11⟩
√
2

|𝑋⟩ = |01⟩ + |10⟩
√
2

|𝑌⟩ = 𝑖 |01⟩ − |10⟩
√
2

|𝑍⟩ = |00⟩ − |11⟩
√
2

(2.48)

The reason we adopted the names 𝟙, 𝑋, 𝑌, 𝑍 becomes clear when one
notices that these states are essentially the single qubit Pauli operators
reshaped as vectors. Indeed we have for instance

1
√
2

(
�̂�
)
𝑥0,𝑥1

= ⟨𝑥0, 𝑥1|||𝑋⟩ , (2.49)

meaning that components of state |𝑋⟩ match with matrix elements
of �̂�, a part for a normalization factor. The latter is chosen in order
to make Bell states orthonormal. The reshaping can be graphically
represent as follows

𝕏 𝕏 𝕐 𝕐 ℤ ℤ

In this way, it is very easy to realize that inner scalar product between
states is equal to Frobenius inner product of the corresponding Pauli
matrices. For instance:

and therefore ⟨𝑋|𝑋⟩ = 1
2
Tr
[
𝑋†𝑋

]
= 1

2
Tr
[
�̂�
]
= 1.
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The set of Bell states form an orthonormal basis for the Hilbert
space of a two qubits system. Consequently, they can be generated by
applying a suitable unitary transformation �̂� to the states of standard
computational basis {|00⟩ , |01⟩ , |10⟩ , |11⟩}. In particular, it is easy to
verify that one can realize �̂� with a circuit consisting of one Hadamard
gate, followed by a CNOT, i.e.

Thus, if an unknown Bell state |||𝜓⟩ is prepared one can determine
which of the four Bell states the two qubits are in by first applying �̂�†

as follows

and then perform a projective measurement of �̂� on both qubits. If, for
instance we find |0⟩ and |0⟩, that means the unknown state was |𝟙⟩.

To conclude this paragraph, we illustrate an important use of entan-
gled Bair pairs: the quantum teleportation. Suppose Alice possesses
a qubit, yet she is unaware of its state |||𝜓⟩. Bob is in urgent need of
this qubit. However, Alice is limited to sending only classical bits of
information to Bob. A protocol to teleport the qubit state |||𝜓⟩ can be
realized by exploiting a shared Bell pair. Indeed, suppose Alice and
Bob share each one qubit of the state |𝟙⟩. Our initial set up can be
therefore described by the following sketch



2.3. MANY-BODY QUANTUM SYSTEMS AND ENTANGLEMENT 41

Then suppose Alice perform a Bell measurement of the Bell state qubit
and the qubit to be teleported. This yields one of four possible measure-
ment outcomes and project the two qubits in |𝟙⟩ , |𝑋⟩ , |𝑌⟩ or |𝑍⟩. Using
a classical channel Alice can communicate the outcome to Bob, which
can act with on its Bell qubit with the corresponding Pauli operator.
The process can be summarized as follows:

in the case in which the outcome is 𝑋. Now notice the following
graphical simplification

wherewe used the fact that �̂�2 = �̂�. Thus, Bob has successfully received
the state |||𝜓⟩, effectively teleporting it to his qubit!

Now given a pure state |||𝜓⟩, what quantity can we use to discriminate
whether it is a product state or an entangled state? To answer this question,
we first provide a definition.



42 CHAPTER 2. QUANTUM PHYSICS WITH TENSORS

Definition 2.2: von Neumann entropy

Given any density matrix �̂�, we define the von Neumann entropy as

𝑆(�̂�) = −Tr[�̂� log(�̂�)] , (2.50)

with log being matrix logarithm. This can be defined by using eigen-
states {|||𝜙𝑘⟩} of �̂� as a basis. We have �̂� =

∑
𝑘 𝑝𝑘

|||𝜙𝑘⟩ ⟨𝜙𝑘|||, where 𝑝𝑘 are
the corresponding eigenvalues (notice that 𝑝𝑘 ≥ 0 and∑𝑘 𝑝𝑘 = 1). In
this basis, the von Neumann entropy is defined as

𝑆(�̂�) = −
∑

𝑘
𝑝𝑘 log𝑝𝑘 . (2.51)

The von Neumann entropy is a crucial quantity in quantum informa-
tion, quantum computing and quantum many-body theory. The following
properties holds:

1. invariance under unitary transformations: 𝑆(�̂�†�̂��̂�) = 𝑆(�̂�).

2. non negativity: 𝑆(�̂�) ≥ 0 and 𝑆(�̂�) = 0 if and only if the state is pure,
i.e. �̂� = |||𝜓⟩ ⟨𝜓|||. Indeed in this case, �̂� is a projector and has a single
eigenvalue 1, while all the others 𝑝𝑘 are 0.

3. upper bound: 𝑆(�̂�) ≤ log𝑑, where 𝑑 is the dimension of the Hilbert
space. The equality holds only for �̂� = 𝟙

𝑑
, which is named maximally

mixed state. Indeed, in this case all eigenvalues 𝑝𝑘 of �̂� are 1∕𝑑 and the
sum Eq. (2.51) is maximized.

4. concavity: given a set of real positive numbers 𝜋𝑖 such that
∑

𝑖 𝜋𝑖 = 1,
then: 𝑆(∑𝑖 𝜋𝑖�̂�𝑖) ≥

∑
𝑖 𝜋𝑖𝑆(�̂�𝑖).

5. sub-additivity: if we have a composite system ℋ = ℋ𝐴 ⊗ℋ𝐵 then
𝑆(�̂�𝐴𝐵) ≤ 𝑆(�̂�𝐴) + 𝑆(�̂�𝐵), where �̂�𝐴 = Tr𝐵[�̂�𝐴𝐵], �̂�𝐵 = Tr𝐴[�̂�𝐴𝐵] and
�̂�𝐴𝐵 is the global density operator of the two systems. Furthermore,
equality holds when the systems are uncorrelated, i.e. 𝑆(�̂�𝐴 ⊗ �̂�𝐵) =
𝑆(�̂�𝐴) + 𝑆(�̂�𝐵).

Because of properties 2 and 3, we observe that the von Neumann entropy
measures the intrinsic level of uncertainty encoded in the probability distribu-
tion of eigenvalues 𝑝𝑘 of �̂�. When there is no uncertainty, for instance, when
𝑝1 = 1 and all other 𝑝𝑘 = 0, we have 𝑆(�̂�) = 0. In contrast, when there are 𝑑
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equally distributed possibilities, meaning 𝑝𝑘 =
1
𝑑
for each 𝑘, the uncertainty

is maximized and 𝑆(�̂�) = log𝑑.

Definition 2.3: Entanglement entropy

The von Neumann entropy 𝑆(�̂�𝐴) of the reduced density matrix �̂�𝐴
of a composite system is commonly referred to as the entanglement
entropy.

Notice that if we assume the system to be in a pure state |||𝜓⟩, by using
the Schmidt decomposition (Eq. (2.46)) we find for 𝑆(�̂�𝐴) an expression as
Eq. (2.51) in terms of the eigenvalues 𝑝𝑘 = Λ2

𝑘𝑘 of the reduced density matrix.
We have therefore

𝑆𝐴∕𝐵 = −Tr𝐴�̂�𝐴 log �̂�𝐴 = −Tr𝐵�̂�𝐵 log �̂�𝐵
= −

∑

𝑘
𝑝𝑘 log𝑝𝑘 = −

∑

𝑘
Λ2
𝑘𝑘 logΛ

2
𝑘𝑘,

(2.52)

Notice that a bound 𝜒 in the Schmidt rank of the state |||𝜓⟩ reflects in a max-
imum value of the entanglement entropy. Indeed if 𝑝𝑘 > 0 only for 𝑘 ≥ 𝜒
it easy to show that the entanglement is upper bounded as 𝑆𝐴∕𝐵 ≤ log𝜒.
In the case of product states |||𝜓⟩ = |||𝜓𝐴⟩ ⊗ |||𝜓𝐵⟩, one has a single positive
Schmidt value, and therefore 𝜒 = 1. From this we find that 𝑆𝐴∕𝐵 = 0. Thus,
entanglement entropy is zero for product states and positive for entangled
states.

Reflecting on property 5 of the von Neumann, we observe that we found a
measure that is non-negative and reaches zero precisely when the two systems
are uncorrelated (𝜌𝐴𝐵 = 𝜌𝐴 ⊗ 𝜌𝐵). Hence, we can employ this as a metric for
the overall level of correlations.

Definition 2.4: Mutual information

Given a composite quantum systems we define the mutual informa-
tion as

𝐼(�̂�𝐴𝐵) = 𝑆(�̂�𝐴) + 𝑆(�̂�𝐵) − 𝑆(�̂�𝐴𝐵) . (2.53)

It is not difficult to show that if �̂�𝐴𝐵 is a pure state then 𝑆(�̂�𝐴) = 𝑆(�̂�𝐵).
Consequently, since 𝑆(�̂�𝐴𝐵) = 0, themutual information is 𝐼(�̂�𝐴𝐵) = 2𝑆(�̂�𝐴) =
2𝑆(�̂�𝐵).

We have so far provided definitions of entanglement based on rather sim-
ple arguments. However, it is possible to give a much deeper characterization
of entanglement within the framework of the so-called quantum resource
theories. In this context, entanglement is defined through measures known
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as entanglement monotones. An entanglement monotone is a non-negative
function whose value does not increase under a certain class of quantum
transformations that are axiomatically assumed not to create entanglement.
These transformations are known as Local Operations and Classical Commu-
nication.

Definition 2.5: Local Operations and Classical Communication

Local Operations and Classical Communication (LOCC) is a central
concept in quantum information theory, especially in the study of quan-
tum entanglement and quantum state manipulation [NC00; Chi+14].
The operations allowed under LOCC are:

1. Local Operations: each party can perform any quantum oper-
ation on their own subsystem. These operations include local
unitary transformations, measurements, and the addition or re-
moval of ancillary qubits.

2. Classical Communication: the parties can communicate with
each other using classical channels. This communication can be
used for instance to coordinate their local operations based on
the measurement outcomes.

Importantly, LOCC do not allow for global unitary transformations
and therefore the creation of genuine quantum correlations between
parties, i.e. the generation of entanglement. As a result, LOCC cannot
increase the amount of entanglement present in the system. However,
they enable the manipulation and utilization of existing entanglement.
For instance, LOCC can be used to concentrate entanglement, convert
one form of entanglement into another, and distribute entanglement
across different parties [WZ82; Ben+96a; Ben+96b; HHH99].

Essentially, entanglement can be defined as a kind of quantum correlation
that cannot be created by LOCC alone. For pure states |||𝜓⟩, the von Neumann
entropy 𝑆(�̂�𝐴) is recognized as a good measure of entanglement in this sense.
In contrast, various functions have been developed to quantitatively mea-
sure entanglement in mixed states. Although a discussion of these aspects
goes beyond the scope of this book, we can mention another highly relevant
measure.
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Definition 2.6: Negativity

The negativity of a subsystem 𝐴 of a composite system in a mixed state
�̂� is defined as

𝑁(�̂�) = ||�̂�𝑇𝐵 ||1 − 1
2 (2.54)

where 𝑇𝐵 represent the partial transpose on system 𝐵. The trace norm
|| ⋅ ||1 is defined as the sum of the absolute values of the eigenvalues.
The logarithmic negativity is instead:

𝐸(�̂�) = log ||�̂�𝑇𝐵 ||1 (2.55)

2.4 Tensor network representation of quantum
states

Consider a many body wave function. Simply specifying its coefficients in a
given local basis (for instance, the canonical computational basis in a quantum
computing setup) does not provide any insight into the structure of entangle-
ment among its constituents. In fact:

(i) We anticipate that this structure will vary depending on the dimen-
sionality of the system, resulting in differences between 1D, 2D, or
higher-dimensional scenarios.

(ii) Indeed, the structure of entanglement is influenced by more subtle
factors such as the criticality of the state and its correlation length.

To be more precise, let us consider a generic state describing 𝑛 qubits,
namely |||𝜓⟩ ∈ℋ⊗𝑛, whereℋ is the localHilbert space for a single qubit. When
not differently specified, we always considerℋ = span{|0⟩ , |1⟩}, in terms of
the eigenstates of the Pauli gate �̂�. In particular, in quantum computation it is
customary to set |0⟩ as the +1 eigenvector of �̂�, and |1⟩ as the −1 eigenvector
of �̂�.

The many body vector decomposes as

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

(2.56)

where, unfortunately, the order-𝑛 tensor 𝜓𝑥1,…,𝑥𝑛 lacks explicit information
about the entanglement properties. Therefore, it is desirable to find a rep-
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resentation of quantum states where this information is explicit and readily
accessible.

Tensor Networks provide a framework where this information is readily
available; in a sense, Tensor Network states are inherently represented in a
specific “entanglement representation”. The primary reason Tensor Networks
serve as a key description of quantum many-body states is that the Hilbert
space becomes exceedingly large, scaling exponentially with the number
of local constituents (as 2𝑛 in this case). Additionally, representing the state
using coefficients in the computational basis is highly inefficient. The classical
paradox example arises whenwe directly compare a generic random state with
a random product state. In the case of a random product state, the associated
tensor would simply be the product:

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ (2.57)

When fused together, the local tensors 𝜙𝑗 collectively generate an order-𝑛
tensor that closely resembles the generic tensor 𝜓𝑥1,…,𝑥𝑛 , being its entries
basically indistinguishable from those of a completelly random order-𝑛 tensor.
Despite this, the complexity of a product state scales linearly with the number
of qubits, with only 2𝑛 independent complex coefficients.

Actually, not all states within the Hilbert space of a many-body quan-
tum system are equally important; some are more relevant than others. For
instance, physical Hamiltonians often feature local interactions among con-
stituents. The locality of these interactions leads to significant consequences,
such as the emergence of area laws for entanglement in low-energy states of
local gapped Hamiltonians. In other words, these states exhibit short-range
correlations.

Definition 2.7: Area law of bipartite entanglement entropy

In quantum mechanics, a state adheres to an area law when the
dominant contribution to its entanglement entropy increases at
most proportionally to the boundary between two partitions. In one-
dimensional systems, this implies, for instance, that the bipartite en-
tanglement entropy would be strictly bounded.

Moreover, locally manipulating (via unitary gates) shortly correlated one-
dimensional states yields a class of highly valuable states for harnessing quan-
tum resources and implementing quantum computing algorithms. In fact, the
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manifold generated after a series of local operations, whose number remains
of the order of the system size, is exponentially small compared to the total
Hilbert space. Matrix Product States (MPS) precisely provide an efficient
ansatz for this portion of the Hilbert space. Numerous foundational articles
and comprehensive reviews have been published on these topics over the
past two decades. Here, we mention just a few of them, [Pér+07; McC07;
Sch11; Orú14; BC17; Sil+19; Ran+20; Eve22], and we highly recommend that
readers explore these works and seek out additional references cited in their
respective bibliographies.

2.4.1 Matrix Product States (MPS)

The ingredient which stays at the basis of a MPS representation of a many-
body quantum state is strictly related to the way the many-body coefficient
𝜓𝑥1,…,𝑥𝑛 entering in Eq. (2.56) can be manipulated as a tensor, basically as has
been already shown in Chapter 1.

Indeed, an efficient way of reshuffling the parameters of a quantum wave
function, highlighting its entanglement content, is given by its Schmidt decom-
position (see Section 2.3.2), which is a compact way of rewriting a quantum
state of a system living in a bipartite universe.

Let us take the state in Eq. (2.56) and rewrite it as it is leaving in a the
tensor product of two Hilbert spacesℋ𝐴 ⊗ℋ𝐵, such thatℋ𝐴 = span{||||𝑎𝑗

⟩
}

andℋ𝐵 = span{||||𝑏𝑗
⟩
}. This can be done by arbitrarily fusing the indices of

the tensor 𝜓𝑥1,…,𝑥𝑛 and reshape it as a matrix. Then following what have been
done in Section 2.3.2 the state can be rewritten as

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

A1 A2 An

x1 x2

⋯⋯⋯
xn

|A1⟩ |A2⟩ |An⟩⋯⋯⋯=
|Aj⟩ = ∑

xj

|xj⟩Aj

xj

|ψ⟩ = ∑
i,j

|ai⟩ |bj⟩ = ∑
k

|φa
k ⟩ |φb

k ⟩Φi j k Λ k (2.58)

with Schmidt vectors ||||𝜑
𝑎
𝑘
⟩
and ||||𝜑

𝑏
𝑘
⟩
, and real non-negative Schmidt values Λ𝑘𝑘.

Notice that, in the original representation of the state we were using
dim(ℋ𝐴) × dim(ℋ𝐵) complex numbers to describe the full wave function.
However, if 𝜒 is the number of non-vanishing Schmidt (or singular) values,
than, in the Schmidt basis, in addition to these real numbers, we are only
using 𝜒 × [dim(ℋ𝐴) + dim(ℋ𝐵)] complex numbers to encode the wave func-
tion. Therefore, if 𝜒 is relatively small, or only few of the entries of Λ𝑘𝑘 are
relevant, we basically end up with a systematic way of reducing the complexity
of the many-body state still retaining the leading correlations across the entire
system. In fact, from the relation with the reduced density matrices, we can
easily compute the bipartite entanglement entropy between subsystem A
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and B

𝑆𝐴∕𝐵 = −Tr𝐴�̂�𝐴 log �̂�𝐴 = −Tr𝐵�̂�𝐵 log �̂�𝐵 = −
∑

𝑘
Λ2
𝑘𝑘 logΛ

2
𝑘𝑘, (2.59)

which gives an indication of howmuch the original wave function is entangled.
As already mentioned in section 2.3.2, a bound in the number 𝜒 of Schmidt
values reflects in a maximum value of the entanglement entropy 𝑆𝐴∕𝐵 ≤ log𝜒,
where we used the the fact that

∑
𝑘 Λ

2
𝑘𝑘 = 1 due to the state normalisation.

However, if 𝜒 remains too large for the wave function to be efficiently
handled by a classical computer, then we might question whether faithful
compression is feasible. The Schmidt decomposition provides a solution to this
fundamental query; specifically, we obtain an approximate state by retaining
only the largest �̃� < 𝜒 Schmidt vectors. As a matter of fact, the following state

||||�̃�
⟩
=

�̃�∑

𝑘=1
Λ̃𝑘𝑘

||||𝜑
𝑎
𝑘
⟩ ||||𝜑

𝑏
𝑘
⟩

(2.60)

is exactly the one that minimise the norm-2 distance from the original state,
namely |||𝜓⟩ − |�̃�⟩||2. Where in Eq. (2.60), in order to keep the state normal-
ized, we re-scaled the original singular values as Λ̃𝑘𝑘 ≡ Λ𝑘𝑘∕(

∑�̃�
𝑘=1Λ

2
𝑘𝑘)

1∕2.
Now, since the bipartition we were considering was arbitrary, we can

extend this reasoning to each qubit (or generic local Hilbert space) constituting
the local degrees of freedom of the entire wave function. In practice, we can
apply a process similar to what was described in Chapter 1 for decomposing a
generic order-𝑛 tensor, but this time to decompose a quantum state into a one-
dimensional ansatzwhere locality is preserved and entanglement compression
is naturally achieved. This ansatz is commonly referred to as theMatrix
Product State.

Definition 2.8: Matrix Product State

We say that a quantum many-body state is aMatrix Product State
when its wave function is written as a matrix product tensor network
(cfr. Chapter 1), thus having

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

A1 A2 An

x1 x2

⋯⋯⋯
xn

|A1⟩ |A2⟩ |An⟩⋯⋯⋯=
|Aj⟩ = ∑

xj

|xj⟩Aj

xj

(2.61)
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where in the last passage we have defined the following vector-valued
tensors

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩ψ

x1 xn
⋯

ϕ1 ϕ2 ϕn

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩

A1 A2 An

x1 x2

⋯⋯⋯
xn

|A1⟩ |A2⟩ |An⟩⋯⋯⋯=
|Aj⟩ = ∑

xj

|xj⟩Aj

xj

whose legs span auxiliary spaces whose dimension is typically termed
the bond or auxiliary dimension, and denoted by 𝜒. These legs guar-
antee the interconnection between the different local tensors, thereby
enabling the encoding of correlations throughout the system. This capa-
bility extends beyond a non-correlated product state, which effectively
corresponds to an MPS with bond dimension 𝜒 = 1.

Given this representation, the norm of an MPS can be easily calculated as

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

Aj

Aj

A*j
𝒯j = ∑

x

Ax
j ⊗ (Ax

j )* =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

A*j
lj lj

=

= ηj

Aj

A*j
rj = ηj rj

A1 Ã1 R1=

Ã*j
=

B̃j

B̃*j
=

(2.62)

with a computational cost 𝑂(𝑛𝜒3). Here 𝐴∗
𝑗 is indicating the conjugate tensor.

Let us notice that since the bond dimension essentially denotes the dimension
of the auxiliary space between two physical lattice sites, such as 𝑗 and 𝑗 + 1, it
could potentially vary with position, i.e. 𝜒 → 𝜒𝑗.

Definition 2.9: MPS Transfer Matrix

One of the central object in any MPS based description of a physical
state is the so called Transfer Matrix. It is defined as

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

Aj

Aj

A*j
𝒯j = ∑

x

Ax
j ⊗ (Ax

j )* =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

A*j
lj lj

=

= ηj

Aj

A*j
rj = ηj rj

A1 Ã1 R1=

Ã*j
=

B̃j

B̃*j
=

(2.63)

as “super” operator which acts on the space of 𝜒𝑗 × 𝜒𝑗 matrices on
its right or 𝜒𝑗−1 × 𝜒𝑗−1 matrices on its left, is defined as a completely
positive map [Cho75], with the MPS matrices serving as Kraus opera-
tors. Notably, the transfer matrix exhibits the property that its leading
eigenvalue is a positive number 𝜂. In general, this correspond to a
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leading left (and right) eigenvector such that

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

Aj

Aj

A*j
𝒯j = ∑

x

Ax
j ⊗ (Ax

j )* =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

A*j
lj lj

=

= ηj

Aj

A*j
rj = ηj rj

A1 Ã1 R1=

Ã*j
=

B̃j

B̃*j
=

where both 𝑙 and 𝑟 are hermitian matrices with non-negative eigen-
values and therefore which can be square decomposed as 𝑙 = 𝐿†𝐿 and
𝑟 = 𝑅𝑅†.

MPS gauge freedom— Whenever a Matrix Product Tensor ansatz is used
to describe the many-body wave function of a quantum state, while the state
is uniquely determined by the tensors 𝐴𝑗, the reverse is not necessarily true,
as distinct tensors can yield the same physical state. This becomes apparent
when considering the following gauge transformation:

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

Ā1 Ā2 Ān⋯⋯⋯

Aj

Aj

Āj

𝒯j = ∑
x

Ax
j ⊗ Āx

j =

AjXj−1 X−1
j⇒ (2.64)

where 𝑋𝑗 is an invertible matrix. Essentially, the previous transformation
introduces a resolution of the identity 𝑋−1

𝑗 𝑋𝑗 in each local auxiliary bond
of the MPS wave function, effectively preserving the integrity of the entire
state. Indeed, it has been demonstrated [Pér+07; Pér+08] that this is the
sole freedom in the parametrization, and it can be constrained (partially) by
imposing canonical forms on the MPS tensors 𝐴𝑗.

As a matter of fact, for a finite system MPS with tensors {𝐴1,… , 𝐴𝑛}, start-
ing from the leftmost tensor, and proceeding iteratively on 𝑗, we can follow
what have been done in Chapter 1, but now employing the QR decomposi-
tion of the tensors in the following recursive way

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

Ā1 Ā2 Ān⋯⋯⋯

Aj

Aj

Āj

𝒯j = ∑
x

Ax
j ⊗ Āx

j =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

Āj

lj lj

=

= ηj

Aj

Āj

rj = ηj rj

A1 Ã1 R1=

¯̃Aj

=
B̃j

¯̃Bj

=

(2.65)

where we can identify the required Gauge transformation exactly with the
upper triangular matrices 𝑅𝑗, such that the Transfer Matrix constructed
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with the new tensors �̃�𝑗 has as leading left eigenvector the identity matrix,
diagrammatically

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

Aj

Aj

A*j
𝒯j = ∑

x

Ax
j ⊗ (Ax

j )* =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

A*j
lj lj

=

= ηj

Aj

A*j
rj = ηj rj

A1 Ã1 R1=

Ã*j
=

B̃j

B̃*j
=

A similar iterative approach could lead to a completely right normalized
decomposition where the transfer matrix now satisfies the following property

Ãj

Rj−1

⟨ψ |ψ⟩ =
A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

Aj

Aj

A*j
𝒯j = ∑

x

Ax
j ⊗ (Ax

j )* =

AjXj−1 X−1
j⇒

Aj Ãj Rj

Aj

A*j
lj lj

=

= ηj

Aj

A*j
rj = ηj rj

A1 Ã1 R1=

Ã*j
=

B̃j

B̃*j
=

Mixing the two strategies, and thus orthogonalising in iterative way the left-
subsystems tensors from the left boundary, and the right subsystems tensors for
the right boundary, leads to the following, extremely usefulMixed-Canonical
decomposition of an MPS

|ψ⟩ = ∑
x1,…,xn

|x1, …, xn⟩
xj

A1

x1

⋯⋯⋯

xj−1

Aj−1 Bn

xn

⋯⋯⋯

xj+1

Bj+1Mj

= ∑
α,xj,β

|α⟩ |xj⟩ |β⟩
xj

Mjα β

(2.66)
with left and right vectors

|ψ⟩ = ∑
x1,…,xn

|x1, …, xn⟩
xj

A1

x1

⋯⋯⋯

xj−1

Aj−1 Bn

xn

⋯⋯⋯

xj+1

Bj+1Mj

= ∑
α,xj,β

|α⟩ |xj⟩ |β⟩
xj

Mjα β

|α⟩ = ∑
x1,…,xj−1

|x1, …, xj−1⟩A1

x1

⋯⋯⋯

xj−1

Aj−1 α

|β⟩ = ∑
xj+1,…,xn

|xj+1, …, xn⟩β Bn

xn

⋯⋯⋯

xj+1

Bj+1

(2.67)

which satisfy
⟨
𝛼|||𝛼′

⟩
= 𝛿𝛼𝛼′ and

⟨
𝛽|||𝛽′

⟩
= 𝛿𝛽𝛽′ thanks to tensor properties.
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MPS overlap & expectation values— Computing overlaps between quan-
tum states or expectation values of a local observable is generally an exponen-
tially hard problem as the system size increases. However, in the MPS formal-
ism, this problem becomes polynomially complex because the complexity is
essentially constrained by the bond dimension of the network representing
the state. As we have seen with the norm of an MPS, the overlap between two
MPS states

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩B1 B2 Bn

x1 x2

⋯⋯⋯
xn

A1 A2 An⋯⋯⋯

B*1 B*2 B*n⋯⋯⋯
⟨ϕ |ψ⟩ =

is easily computed as

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩B1 B2 Bn

x1 x2

⋯⋯⋯
xn

A1 A2 An⋯⋯⋯

B*1 B*2 B*n⋯⋯⋯
⟨ϕ |ψ⟩ =

wherewe are not assuming any specific normalization of theMPS. Let us stress
again that the compression scheme of the Tensor Network is very important to
achieve an optimal procedure. In fact, for any open boundary tensor network,
the contraction should start from one of the two boundaries (for example,
from the left), as outlined in the following steps:

|ψ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

|ϕ⟩ = ∑
x1

⋯∑
xn

|x1⟩… |xn⟩B1 B2 Bn

x1 x2

⋯⋯⋯
xn

A1 A2 An⋯⋯⋯

B*1 B*2 B*n⋯⋯⋯
⟨ϕ |ψ⟩ =

⋯⋯⋯

⋯⋯⋯

O(dχ2)

O(dχ3) O(dχ3)

⋯⋯⋯

⋯⋯⋯

⋯⋯⋯

⋯⋯⋯

⋯⋯⋯
⋯⋯⋯

⋯⋯⋯

where we assume 𝑑 is the local physical dimension and 𝜒 is the auxiliary
dimension of both the MPS wavefunctions.
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Evaluating expectation values is as straightforward as computing overlaps.
To keep the discussion concrete, let’s suppose we want to compute the average
of a Pauli string.

̂σ1 ̂σ2⋯ ̂σn = |x1, x2, …, xn⟩⟨y1, y2, …, yn |

⋯⋯⋯

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

⟨ψ | ̂σ1 ̂σ2⋯ ̂σn |ψ⟩ =

σ1

x1 x2 xn

σ2 σn

y1 y2 yn

⋯⋯⋯

σ1 σ2 σn

Ak

A*k

σk𝕃k−1 𝕃k= ⋯⋯⋯

A A A⋯⋯⋯

A* A* A*⋯⋯⋯

⟨ψ | ÔjÔj+ℓ |ψ⟩ =

A

A*

O O

ℓ

where �̂�𝑗 ∈ {𝐼, �̂�, �̂�, �̂�}. However, what we are going to discuss is valid for the
tensor product of any local observable. As is typical with tensor networks, the
expectation value of such an operator computed on an MPS state reduces to
the following network contraction:

̂σ1 ̂σ2⋯ ̂σn = |x1, x2, …, xn⟩⟨y1, y2, …, yn |

⋯⋯⋯

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

⟨ψ | ̂σ1 ̂σ2⋯ ̂σn |ψ⟩ =

σ1

x1 x2 xn

σ2 σn

y1 y2 yn

⋯⋯⋯

σ1 σ2 σn

Ak

A*k

σk𝕃k−1 𝕃k= ⋯⋯⋯

A A A⋯⋯⋯

A* A* A*⋯⋯⋯

⟨ψ | ÔjÔj+ℓ |ψ⟩ =

A

A*

O O

ℓ

Notice that, in this case as well, the contraction scheme is important. Wemust
follow the same procedure outlined for the computation of the overlap, which
involves starting from one of the two boundaries and sequentially updating
the boundary matrix. Therefore, when adding the generic lattice site 𝑘, we
compute the updating step as follows:

̂σ1 ⊗ ̂σ2 ⊗ ⋯ ⊗ ̂σn = |x1, x2, …, xn⟩⟨y1, y2, …, yn |

⋯⋯⋯

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯

⟨ψ | ̂σ1 ⊗ ̂σ2 ⊗ ⋯ ⊗ ̂σn |ψ⟩ =

σ1

x1 x2 xn

σ2 σn

y1 y2 yn

⋯⋯⋯

σ1 σ2 σn

Ak

A*k

σk𝕃k−1 𝕃k=

which basically correspond to compute 𝕃𝑘 =
∑

𝑖,𝑗(𝜎𝑘)𝑖𝑗 (𝐴
𝑖
𝑘)
† ⋅ 𝕃𝑘−1 ⋅ 𝐴

𝑗
𝑘 thus

keeping the computational cost of a single step 𝑂(𝑑2𝜒3). In such a recursive
algorithm, 𝕃0 = (1) is a 1 × 1 identity matrix (or a scalar if you wish); and
finally, 𝕃𝑛 = ⟨𝜓||| �̂�1�̂�2⋯ �̂�𝑛 |||𝜓⟩ is the desired expectation value.
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2.4.2 Matrix Product Operator (MPO)

Matrix Product Operators were originally introduced by Juan Ignacio
Cirac [VGC04] and by Guifré Vidal [ZV04] as a Tensor Network Ansatz for
density matrices, and they basically constitute the operator analogue of MPS.

Let us consider fro themoment 𝑛 lattice sites ordered in a one-dimensional
chain. Each local Hilbert spaceℋ having dimension 𝑑 (with 𝑑 = 2 for qubits)
so that quantum many-body state is living inℋ𝑛 with total dimension 𝑑𝑛.

Any linear operatormapping a state |||𝜓⟩ ∈ℋ𝑛 to another state |||𝜓′
⟩
∈ℋ𝑛

is an object leaving in the tensor productℋ𝑛 ⊗ℋ∗𝑛, so as in general we have

̂o1 ̂o2⋯ ̂on = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |O
x1 xn

⋯

y1 yn⋯

A1 A2 An

x1 x2

⋯⋯⋯
xn

A*1 A*2 A*n

y1 y2

⋯⋯⋯
yn

|ψ⟩⟨ψ | = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

o1

x1 x2

⋯⋯⋯
xn

o2 on

y1 y2 yn

(2.68)

so it is natural to inquire whether the operator can be represented using the
same tensor decomposition discussed in the previous section. Indeed, blindly
applying the procedure outlined in Chapter 1 for the tensor in Eq. (2.68) leads
to a similar decomposition of the operator’s coefficient. We can fuse the
indices corresponding to each local Hilbert space (𝑥𝑗, 𝑦𝑗) and then perform
the standard SVD procedure, resulting in:

̂o1 ̂o2⋯ ̂on = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |O
x1 xn

⋯

y1 yn⋯

A1 A2 An

x1 x2

⋯⋯⋯
xn

A*1 A*2 A*n

y1 y2

⋯⋯⋯
yn

|ψ⟩⟨ψ | = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

o1

x1 x2

⋯⋯⋯
xn

o2 on

y1 y2 yn

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |O1

x1 x2

⋯⋯⋯
xn

O2 On

y1 y2 yn

(2.69)

where we reshuffled back each fused index, so that 𝑂𝑥𝑗𝑦𝑗𝑗 are matrices like

the 𝐴𝑥𝑗
𝑗 entering in the MPS, with the key distinction staying in the fact that,

as representations of operators, they require both outgoing and incoming
physical indices. Notice that, in general, a systematic procedure based on
iterative SVD from a many-body representation of the operator itself requires
an exponentially large amount of resources and is unlikely to be feasible in
practical scenarios. Instead, there are cases where an MPO representation of
an operator is easy to construct in a systematic way.

The analogous of product state in the realm of the operators are tensor
product of local operators, which have the straightforward representation

̂o1 ̂o2⋯ ̂on = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |O
x1 xn

⋯

y1 yn⋯

A1 A2 An

x1 x2

⋯⋯⋯
xn

A*1 A*2 A*n

y1 y2

⋯⋯⋯
yn

|ψ⟩⟨ψ | = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

o1

x1 x2

⋯⋯⋯
xn

o2 on

y1 y2 yn

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |W1

x1 x2

⋯⋯⋯
xn

W2 Wn

y1 y2 yn
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with local bond dimension equal to one. As a further example, an highly non-
local operator whose MPO representation can be written straightforwardly is
the projector to a MPS state

̂o1 ̂o2⋯ ̂on = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |O
x1 xn

⋯

y1 yn⋯

A1 A2 An

x1 x2

⋯⋯⋯
xn

A*1 A*2 A*n

y1 y2

⋯⋯⋯
yn

|ψ⟩⟨ψ | = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

o1

x1 x2

⋯⋯⋯
xn

o2 on

y1 y2 yn

Ô = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |W1

x1 x2

⋯⋯⋯
xn

W2 Wn

y1 y2 yn

where now the by fusing the two auxiliary spaces, we can identify the local
MPOmatrices𝑊𝑥𝑗𝑦𝑦

𝑗 = 𝐴𝑥𝑗
𝑗 ⊗(𝐴∗

𝑗 )
𝑦𝑗 with bond dimension given by the square

of the MPS bond dimension.

Example 2.4: Multiply MPO to MPO or MPS

Let us for a moment forget about normalisation and suppose we have
the following MPS and MPO:

Ô = |x1, …, xn⟩⟨y1, …, yn |O1

x1 x2

⋯⋯⋯
xn

O2 On

y1 y2 yn

|ψ⟩ = |x1, …, xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

Ô |ψ⟩ = |x1, …, xn⟩
Aj

xj

Oj

B1 B2 Bn

x1 x2

⋯⋯⋯
xn

Bj

xj

=

Ô ̂V = |x1, …, xn⟩⟨y1, …, yn |
V1 ⋯⋯⋯V2 Vn

y1 y2 yn

O1

x1 x2

⋯⋯⋯
xn

O2 On

with dim(𝐴𝑥𝑗
𝑗 ) = 𝜒𝑗−1 × 𝜒𝑗 and dim(𝑊

𝑥𝑗𝑦𝑗
𝑗 ) = 𝐷𝑗−1 × 𝐷𝑗, and where

we use the implicit summation convention for repeated indices. Ap-
plying the operator �̂� to the state |||𝜓⟩ actually results in the following
contraction

Ô = |x1, …, xn⟩⟨y1, …, yn |O1

x1 x2

⋯⋯⋯
xn

O2 On

y1 y2 yn

|ψ⟩ = |x1, …, xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

Ô |ψ⟩ = |x1, …, xn⟩
Aj

xj

Oj

B1 B2 Bn

x1 x2

⋯⋯⋯
xn

Bj

xj

=

Ô ̂V = |x1, …, xn⟩⟨y1, …, yn |
V1 ⋯⋯⋯V2 Vn

y1 y2 yn

O1

x1 x2

⋯⋯⋯
xn

O2 On

which is a newMPS state withmatrices𝐵𝑥𝑗𝑗 whose auxiliary dimensions

are dim(𝐴𝑥𝑗
𝑗 ) = 𝐷𝑗−1𝜒𝑗−1×𝐷𝑗𝜒𝑗. Notice that, a very similar procedure
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applies for the product of two operators �̂� and �̂� both having an MPO
representation:

Ô = |x1, …, xn⟩⟨y1, …, yn |O1

x1 x2

⋯⋯⋯
xn

O2 On

y1 y2 yn

|ψ⟩ = |x1, …, xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

Ô |ψ⟩ = |x1, …, xn⟩
Aj

xj

Oj

B1 B2 Bn

x1 x2

⋯⋯⋯
xn

Bj

xj

=

Ô ̂V = |x1, …, xn⟩⟨y1, …, yn |
V1 ⋯⋯⋯V2 Vn

y1 y2 yn

O1

x1 x2

⋯⋯⋯
xn

O2 On

where the order of the physical indices contraction is relevant since in
general [�̂�, �̂�] ≠ 0.

Relevant finite-dimensional MPO — Constructing an exact compact
MPO representation for certain physically relevant operators might initially
appear daunting. However, analogous to the case of low-entangled states
that admit an exact MPS representation, whenever “local” operators are in-
volved (such as Hamiltonians with short-range interactions), an exact finite-
dimensional MPO representation exists. Similarly to what we already did for
MPS, we can rearrange a matrix product operator in terms of operator-value
matrices, as follow

Ô = |x1, …, xn⟩⟨y1, …, yn |O1

x1 x2

⋯⋯⋯
xn

O2 On

y1 y2 yn

|ψ⟩ = |x1, …, xn⟩A1 A2 An

x1 x2

⋯⋯⋯
xn

Ô |ψ⟩ = |x1, …, xn⟩
Aj

xj

Oj

B1 B2 Bn

x1 x2

⋯⋯⋯
xn

Bj

xj

=

Ô ̂V = |x1, …, xn⟩⟨y1, …, yn |
V1 ⋯⋯⋯V2 Vn

y1 y2 yn

O1

x1 x2

⋯⋯⋯
xn

O2 On

Ôj = ∑
x,y

|x⟩⟨y |
x

Oj

y

Ô = ,Ô1 ⋯⋯⋯Ô2 Ôn

(2.70)
This representation is very useful to understand how to systematically con-
struct exact MPO of relevant operators. In fact when considering the addition
of two operators, �̂� and �̂�, with both MPO representations, the resulting
MPO is formed by the direct sum of the local operator-value matrices for all
sites 1 < 𝑗 < 𝑛, with the exception of the boundary sites where we add row
and column vectors. Essentially, we get

Ôj = ∑
xj,yj

|xj⟩⟨yj |
x2

Oj

y2

Ŵ + ̂V =
Ŵ1 ⋯⋯⋯Ŵ2 Ŵn

+
̂V1 ⋯⋯⋯̂V2 ̂Vn

= ̂V1

Ŵ1
̂V2

Ŵ2
̂Vn

Ŵn⋯⋯⋯

where basically we are using block diagonal matrices to take into account the
independent effects of both operators. However, for “local” operators, the
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previous representation is sub-optimal, and we can systematically construct
much better representations.

In the following we present a list of example of operators which admit an
exact MPO representation.

1. Let us start from a simplest example of a local Hamiltonian acting on 𝑛
qubits

�̂� =
𝑛∑

𝑗=1
ℎ𝑗�̂�𝑗 (2.71)

This compact form of Hamiltonian can be written in a more general
tensor product notation,

�̂� =
𝑛∑

𝑗=1
𝐼1 ⊗ …⊗ 𝐼𝑗−1 ⊗ ℎ𝑗�̂�𝑗 ⊗ 𝐼𝑗+1 ⊗ …⊗ 𝐼𝑛 (2.72)

In this notation, it is evident that the size of the matrix corresponding to
the operator �̂� is 𝑑𝑛×𝑑𝑛, where each term in the sum is an exact product
operator, i.e., an MPO with auxiliary dimension equal to one. Clearly,
a suitable MPO representation of the Hamiltonian (2.71) requires an
auxiliary space with dimension 𝐷 > 1. The question then becomes:
what is the minimal extra resource needed to store all the information
in a suitable operator-valued matrix product form �̂�1�̂�2⋯ �̂�𝑛.
If we temporarily set aside the boundary vectors �̂�1 and �̂�𝑛 and focus
on the bulk matrices, we can ask ourselves what these matrices need to
accomplish and remember:

• Insert the identity operator regardless of the lattice site.
• Insert the operator �̂� and remember having done so.
• After the previous step, insert only the identity operator.

Actually, we can accomplish, and visualise the effect of the operator-
value matrices, via the following auxiliary-state diagram

1 2̂I ̂I

̂Z
Ôj = (

̂I Ø
hj

̂Z ̂I )

1 5̂I ̂I

̂Z

Ôj =

̂I
X̂

̂Y
̂Z

Ø X̂ ̂Y Δ ̂Z ̂I

2

3

4 ̂Z

X̂ X̂

̂Y ̂Y Ø

Finally, the boundary vectors can be easily obtained from the bulk
matrix, by just piking up the last row and the first column, namely
having �̂�1 =

(
ℎ1�̂� 𝐼

)
and (�̂�𝑛)𝑡 =

(
𝐼 ℎ𝑛�̂�

)
.
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2. Let us consider now an interacting Hamiltonian like the Heisenberg
one with anisotropy (i.e. the XXZ Hamiltonian)

�̂� =
𝑛−1∑

𝑗=1
�̂�𝑗�̂�𝑗+1 + �̂�𝑗�̂�𝑗+1 + ∆�̂�𝑗�̂�𝑗+1, (2.73)

where for simplicity we are considering the anisotropy ∆ uniform along
the chain. To find the MPO representation, let’s focus on a generic
neighboring interaction term

∑
𝑗 �̂�𝑗�̂�𝑗+1. Practically, as before, we need

to insert the identity operator. Then, if the bulk matrix inserts the
operator �̂�, immediately after we have to insert the same operator again.
After this step, we complete the operator chain with the identity. This
need to be done for each of the interaction terms. Using the auxiliary-
state diagram we get

1 2̂I ̂I

̂Z
Ôj = (

̂I Ø
hj

̂Z ̂I )

1 5̂I ̂I

̂Z

Ôj =

̂I
X̂

̂Y
̂Z

Ø X̂ ̂Y Δ ̂Z ̂I

2

3

4 ̂Z

X̂ X̂

̂Y ̂Y Ø

and similar consideration as before applies for the boundary vectors.

3. Finally, we want to address arbitrary long-range interacting Hamil-
tonian. Let’ us start with the preliminary example of a fully connected
spin system, such that

�̂� =
𝑛∑

𝑗>𝑖
�̂�𝑖�̂�𝑗, (2.74)

and �̂� here stays for a generic local operator. A generic operator entering
in that sumcan bewritten explicitly as⋯ 𝐼⊗𝐼⊗�̂�⊗𝐼|𝑗−𝑖|⊗�̂�⊗𝐼⊗𝐼⋯ for
any possible distance |𝑗− 𝑖| ∈ {1,… , 𝑛−1}. The only difference between
a simple neighboring site interaction �̂�𝑗�̂�𝑗+1 is that, after inserting the
operator �̂� at any lattice site 𝑗, our MPO must allow for the insertion
of an arbitrary number of identity operators until the second insertion
of the operator �̂� occurs. Thereafter, we complete our chain with the
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remaining identities. In terms of auxiliary-state diagram this reads

1 2̂I ̂I

̂Z
Ôj = (

̂I Ø
hj

̂Z ̂I )

1 5̂I ̂I

̂Z

Ôj =

̂I
X̂

̂Y
̂Z

Ø X̂ ̂Y Δ ̂Z ̂I

2

3

4 ̂Z

X̂ X̂

̂Y ̂Y Ø

1 3̂I ̂I2
̂S ̂S

̂I

Ôj =
̂I Ø Ø
̂S ̂I Ø

Ø ̂S ̂I

Now it is clear that, if we have exponentially decaying interactions
such that

�̂� =
𝑛∑

𝑗>𝑖
𝑒−|𝑗−𝑖|∕𝜉 �̂�𝑖�̂�𝑗 =

𝑛∑

𝑗>𝑖
𝜆|𝑗−𝑖|�̂�𝑖�̂�𝑗 (2.75)

with 𝜆 ≡ exp(−1∕𝜉), we can slightly modify the state diagram of the
fully connected Hamiltonian by introducing an additional numerical co-
efficient 𝜆 for each identity operator inserted by the auxiliary state 2, and
another 𝜆 when transitioning from state 2 to state 3. This modification
leads to the intriguing result that exponentially decaying interactions
can be exactly encoded into an MPO with an auxiliary dimension of
𝐷 = 3:

�̂�𝑗 =
⎛
⎜
⎝

𝐼 ∅ ∅
�̂� 𝜆𝐼 ∅
∅ 𝜆�̂� 𝐼

⎞
⎟
⎠
. (2.76)

This results is extremely useful, because it allows to efficiently represent
generic interacting Hamiltonians on a finite chain

�̂� =
𝑛∑

𝑗>𝑖
𝐽(𝑗 − 𝑖 − 1)�̂�𝑖�̂�𝑗. (2.77)

In fact, once we approximate the interactions as a sum of 𝐾 different ex-
ponential 𝐽(𝑟) ≃∑𝐾

𝑘=1 𝛼𝑘𝜆
𝑟
𝑘, we can rewrite the generic Hamiltonian as

�̂� =
𝐾∑

𝑘=1

𝑛∑

𝑗>𝑖
𝛼𝑘𝜆

𝑗−𝑖−1
𝑘 �̂�𝑖�̂�𝑗, (2.78)

and using the previous argument we can easily draw the following
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auxiliary-state diagram

1̂I ̂I2
̂S α1 ̂S

λ1 ̂I

Ôj =

̂I Ø Ø ⋯ Ø Ø
̂S λ1 ̂I Ø ⋯ Ø Ø
̂S Ø λ2 ̂I ⋯ Ø Ø

⋮ ⋮ ⋮ ⋱ ⋮ ⋮
̂S Ø Ø ⋯ λK

̂I Ø
Ø α1 ̂S α2 ̂S ⋯ αK

̂S ̂I

3

λ2 ̂I

λK
̂I

K+2

K+1

̂S

̂S αk
̂S

α2 ̂S

which results in a MPO with auxiliary dimension 𝐷 = 2 + 𝐾.
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Chapter 3

Quantum computing with
Tensor Networks

I am made and remade continually.
Different people draw different words
from me.

Virginia Woolf

Quantum computing protocols essentially involve preparing a system in a
specific state |||𝜓⟩, evolving it through a circuit composed of logical quantum
gates, and finally performing measurements on the resulting states. In a more
general setting (adaptive quantum circuits) it is also possible to perform mid-
circuit measurements, conduct classical computations on these outcomes,
and subsequently apply unitary gates conditionally, depending on the results
of these classical computations.

In this chapter, we will see how each of these three steps can be effi-
ciently replicated using the MPS formalism, thereby enabling the creation
of classical simulators of quantum computers. Of course, since quantum
computers are generally believed to perform tasks considered NP-hard for
classical computation, these classical simulators necessarily involve a certain
level of approximation.

3.1 State preparation

In this section, we address the challenge of preparing a generic state with quan-
tum unitary gates and/or Tensor Network representation. State preparation

63
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is a fundamental task in quantum computation and quantum information.
However, it is generally an inefficient process, often requiring an exponential
number of gates relative to the number of qubits. To illustrate this, let us con-
sider a quantum computer with 𝑛-qubit register initially in the computational
basis state |00… 0⟩, and examine the preparation of an arbitrary quantum state.
In general, we wish to prepare a generic many-body state as the following

|||𝜓⟩ =
∑

𝑥𝑥𝑥
𝜓𝑥𝑥𝑥 |𝑥𝑥𝑥⟩ (3.1)

where𝜓𝑥𝑥𝑥 are complex coefficients that define our target state. This preparation
typically involves a sequence of rotations and entangling operations. For
example, the state preparation circuit might employ a series of �̂�𝑛𝑛𝑛(𝛼) gates to
initialize the qubits, followed by controlled-NOT (CNOT) gates to create the
necessary entanglement.

Despite the apparent simplicity in specifying such a state, the actual imple-
mentation can become highly complex. The number of required operations
grows exponentially with the number of qubits, posing significant practical
challenges. In the following subsections, we will explore various techniques
and algorithms that have been developed to mitigate this complexity, enabling
more efficient state preparation for specific classes of states.

We note that, similar to classical computation, preparing a quantum state
with a quantum computer generally requires an exponential number of oper-
ations. However, quantum computing has a significant advantage in terms of
memory requirements. Specifically, a quantum computer can efficiently store
a wave vector with 𝑛 qubits, determined by 2𝑛 complex numbers, which are
the coefficients of its expansion over the computational basis. In contrast, a
classical computer needs 𝑂(2𝑛) bits to store these 2𝑛 complex numbers.

This demonstrates the substantial memory efficiency of a quantum com-
puter: it could perform the same task using only 𝑛 qubits. This memory effi-
ciency directly impacts the complexity of quantum state preparation. While
classical systems require exponentially increasing resources, quantum comput-
ers leverage their qubit-based architecture to manage state vectors efficiently.

Furthermore, the connection between quantum state preparation and
Matrix Product States (MPS) complexity offers additional insights. The aux-
iliary dimension in MPS reflects the entanglement present in the state, and
states with lower entanglement can be represented with smaller auxiliary
dimensions, reducing computational overhead. This connection suggests that
quantum computers, which naturally handle entangled states, can efficiently
prepare and manipulate states that would be complex to manage classically.

In essence, the exponential memory advantage of quantum computing,
coupled with the understanding of MPS complexity, underscores the potential
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of quantum systems to outperform classical counterparts in handling complex,
high-dimensional quantum states.

3.1.1 Product state

In certain scenarios, a specific wave function can be prepared efficiently.
An operation on a quantum computer is considered efficient if it requires a
number of elementary gates that is polynomial in the number of qubits. For
example, creating an equal superposition of all states in the computational
basis,

1
√
2𝑛

∑

𝑥𝑥𝑥
|𝑥𝑥𝑥⟩ ,

can be achieved by applying 𝑛 Hadamard gates, one to each qubit, starting
from the initial state |00… 0⟩.

The key insight here is that the previous state is simply a product state
along a different direction, which can be efficiently prepared by applying
local single-qubit unitaries. In general, any product state, or Matrix Product
State (MPS) with bond dimension 𝜒 = 1, can be readily prepared using the
following procedure, assuming the quantum platform allows for arbitrary
single-qubit rotations:

|ψ1⟩ |ψ2⟩⋯ |ψn⟩ = |x1, x2, …, xn⟩u1

x1 x2

⋯⋯⋯
xn

u2 un

0 0 0
(3.2)

where 𝑢𝑗 denotes a single-qubit unitary operation applied to the 𝑗-th qubit.
This approach leverages the ability to independently manipulate each qubit to
create an entanglement-free state representation suitable for various quantum
computing tasks.

3.1.2 MPS to quantum circuit

In the realm of universal quantum computation, it is well-established that
any quantum state leaving in an 𝑛-qubit register (which can be extended to
quantum qudits) can fundamentally be expressed as a global unitary transfor-
mation applied to an elementary computational basis state. This foundational
principle asserts that the many-body wave function can be succinctly repre-
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sented as

|ψ1⟩ |ψ2⟩⋯ |ψn⟩ = |x1, x2, …, xn⟩u1

x1 x2

⋯⋯⋯
xn

u2 un

0 0 0

ψ

x1 xn
⋯ x1 x2

⋯⋯⋯

xn

0 0 0

⋯⋯⋯
= U

However, for an 𝑛-qubit state, finding the global unitary transformation �̂�
such that |Ψ⟩ = �̂� |00⋯ 0⟩ is generally quite challenging. Additionally, hav-
ing this matrix as a global transformation is practically useless for quantum
computing purposes. Instead, we desire the unitary operator �̂� to be con-
structed from only one- and two-qubit gates, i.e., gates that can be feasibly
implemented on a quantum device.

Here, we reduce the complexity of this problem by considering only states
that have anMPS representation with a local bond dimension equal to
the dimension of the physical indices [Sch+05]. In other words, for local
qubits, we want 𝝌 = 𝟐 for all bonds except at the boundaries, of course. This
approach can be easily generalized to qudits, where the physical dimension is
now 𝑑 [Ran20].

Therefore let us consider an MPS and assume to have it right-normalized
(this condition can always been satisfied by means of a gauge transformation
as we already have seen). The state wave function looks like

|ψ1⟩ |ψ2⟩⋯ |ψn⟩ = |x1, x2, …, xn⟩u1

x1 x2

⋯⋯⋯
xn

u2 un

0 0 0
ψ

x1 xn
⋯ x1 x2

⋯⋯⋯

xn

0 0 0

⋯⋯⋯
= U

Bn⋯⋯⋯B1 B2 Bj

x

uj

x

y

βα α β

x

ujα β

0
= Bj

x

βα

u1

00
u2

0
⋯⋯⋯
⋯⋯⋯

unun−1

0 00 0 ⋯⋯⋯ 0
u1

u2

u3

un−1

un

Now let’s take a specific site 𝑗 in the bulk (1 < 𝑗 < 𝑛) and reshape
the tensor 𝐵𝑗 into a rectangular matrix of dimensions 2 × 4 by mapping
(𝐵𝑗)𝑥𝛼,𝛽 → (𝐵𝑗)𝛼,(𝑥,𝛽). Under this transformation, the right-normalization
condition becomes 𝐵𝑗𝐵†𝑗 = 𝐼. However, 𝐵†𝑗𝐵𝑗 does not necessarily equal the
identity matrix, indicating that 𝐵𝑗 is an isometricmatrix rather than a unitary
one. To transform 𝐵𝑗 into a unitary matrix 𝑢𝑗, we introduce an additional
artificial index 𝑦 (representing an auxiliary ), as follows:

(𝐵𝑗)𝛼,(𝑥,𝛽) → (𝑢𝑗)(𝛼,𝑦)(𝑥,𝛽)

This can be achieved by augmenting the two 4-component orthonormal row
vectors with two additional orthonormal vectors to complete the basis. This
ensures the condition that (𝑢𝑗)(𝛼,0)(𝑥,𝛽) = (𝐵𝑗)𝛼,(𝑥,𝛽). This condition can be
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effectively represented using the following tensor diagram:
|ψ1⟩ |ψ2⟩⋯ |ψn⟩ = |x1, x2, …, xn⟩u1

x1 x2

⋯⋯⋯
xn

u2 un

0 0 0
ψ

x1 xn
⋯ x1 x2

⋯⋯⋯

xn

0 0 0

⋯⋯⋯
= U

Bn⋯⋯⋯B1 B2 Bj

x

uj

x

y

βα α β

x

ujα β

0
= Bj

x

βα

u1

00
u2

0
⋯⋯⋯
⋯⋯⋯

unun−1

0 00 0 ⋯⋯⋯ 0
u1

u2

u3

un−1

un

(3.3)
Notice that, in principle, we can combine the column and row indices

to construct the unitary matrices in any order. However, we have chosen to
maintain a specific order, where the auxiliary qubit is tensorized with the row
auxiliary-dimension leg in reverse order compared to the column tensorization
order. This choice, represented by the curved dotted wires in the graphical
representation, allows us to clearly identify each virtual qubit Hilbert space
line.

Finally a different situation arises at the boundaries. When 𝑗 = 1, the
matrix 𝐵1 is of dimension 1 × 4 (essentially, it is a single vector of length 4).
To embed this into a unitary matrix of size 4 × 4, we need to introduce two
additional artificial qubits. Conversely, at the opposite boundary where 𝑗 = 𝑛,
the tensor 𝐵𝑛 has dimensions 2× 2, thus being inherently a square matrix and
thus already a single-qubit unitary. The full graphical transformation looks
like

|ψ1⟩ |ψ2⟩⋯ |ψn⟩ = |x1, x2, …, xn⟩u1

x1 x2

⋯⋯⋯
xn

u2 un

0 0 0
ψ

x1 xn
⋯ x1 x2

⋯⋯⋯

xn

0 0 0

⋯⋯⋯
= U

Bn⋯⋯⋯B1 B2 Bj

x

uj

x

y

βα α β

x

ujα β

0
= Bj

x

βα

u1

00
u2

0
⋯⋯⋯
⋯⋯⋯

unun−1

0

00 0 ⋯⋯⋯ 0
u1

u2

u3

un−1

un

=

(3.4)
which forms a valid staircase quantum circuit, consisting solely of single-qubit
and two-qubit gates acting on neighboring sites.

In the following we present two examples of non-trivial quantum states
that admit a simple MPS representation.
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Example 3.1: GHZ state as anMPS

In the field of quantum information theory, a Greenberger–Horne–
Zeilinger (GHZ) state represents a unique type of entangled quantum
state encompassing at least three qubits. The study of the four-particle
GHZ state was first conducted by Daniel Greenberger, Michael Horne,
and Anton Zeilinger in 1989 [GHZ07]. These states may exhibit highly
non-classical properties; however, it turns out that for an arbitrary
number of qubits, they admit a very simple MPS (and thus, in a sense,
“classical”) representation.

Indeed, the standard MPS of the GHZ state for 𝑛 qubits is given as

|GHZ⟩ = 1
√
2

(
1 1

)
(|0⟩ 0
0 |1⟩)

𝑛

(11) =
1
√
2
(|00… 0⟩ + |11… 1⟩)

(3.5)
which is an exact representation with bond dimension 𝜒 = 2. Graphi-
cally it corresponds to a sequence of copy tensors

j1

j2 j3

jn

= δj1,j2,…,jn

j1

j2 j3

jn

j1 j2 j3 jn

=

|GHZ⟩ =

0 =

0

0

0

0

H

0

= (3.6)

where in the last passagewe transformed to sequential CNOT operation
exploiting the following identity

j1

j2 j3

jn

= δj1,j2,…,jn

j1

j2 j3

jn

j1 j2 j3 jn

=

|GHZ⟩ =
0 =

0

0

0

0

H

0

=Let us conclude by noting that the “classical” nature of the GHZ
state is further affirmed by the fact that, as we have seen, it has been
constructed using only Clifford unitaries, making it a stabilizer state.
We refer the reader to Chapter . . . to learn more about stabilizer states
andmagic.
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Example 3.2: W state as anMPS

TheW state is an entangled quantum state of three qubits, represented
in bra-ket notation as follows:

|W⟩ = 1
√
3
(|001⟩ + |010⟩ + |100⟩)

This state is remarkable for representing a specific type of multipartite
entanglement and appears in several applications in quantum infor-
mation theory. Particles prepared in this state exhibit the properties
described by Bell’s theorem, which asserts that no classical theory of
local hidden variables can reproduce the predictions of quantum me-
chanics. TheW state has been introduced for the first time byWolfgang
Dür, Guifré Vidal, and Ignacio Cirac in 2002 [DVC00].

The W state exemplifies one of the two classes of three-qubit states
that cannot be separated into independent subsystems. The other class
is exemplified by the 3-qubit GHZ state. These two states, |W⟩ and
|GHZ⟩, cannot be transformed into each other, even probabilistically,
via LOCC (local operations and classical communication). Therefore,
they represent fundamentally different types of tripartite entanglement.

The concept of the W state has been extended to 𝑛 qubits, referring
to a quantum superposition where each term has equal coefficients,
and exactly one qubit is in the state |1⟩ while the rest are in the |0⟩
state; it can be easily written as an MPS

|||W𝑛⟩ = 1
√
𝑛
(
0 1

)
(|0⟩ 0
|1⟩ |0⟩)

𝑛

(10) (3.7)

= 1
√
𝑛
(|100… 0⟩ + |010… 0⟩ + |001… 0⟩ +⋯ + |000… 1⟩)

3.2 Quantum circuits

The state preparation is followed by the evolution of this initial state in time
through a quantum circuit. In a traditional manybody setup the evolution
is driven by the system Hamiltonian in continuous time. Quantum circuit
on the other hand evolves the initial state in discrete time by application of
sequence of unitary quantum operator, |𝜓⟩𝑡 = 𝑈𝑡|𝜓⟩𝑡−1. The final evolution
is given as |𝜓⟩𝑡 = 𝑈(0→ 𝑡)|𝜓⟩0 where 𝑈(0→ 𝑡) = 𝑈𝑡𝑈𝑡−1…𝑈2𝑈1. Here, 𝑈
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can be a generic operator however we will consider a special case of brickwork
circuit where each 𝑈 is composed of alternating two site local unitary gates,

𝑈𝑡 = {
⊗𝑖 𝑢2𝑖+1,2𝑖+2𝑡 𝑖 ∈ 0, 1, 2…
⊗𝑖 𝑢2𝑖,2𝑖+1𝑡 𝑖 ∈ 1, 2, 3…

(3.8)

Here each 𝑢 is a 4 × 4 unitary matrix acting in the local Hilbert space
of a pair of neighboring spins. The following figure illustrates the unitary
evolution of a trivial initial state with a brickwork circuit where the discrete
unitary evolution induces entanglement in the initial weakly entangled pure
state over time.

Here, the section inside the dotted rectangle represent the evolution of
the initial state |𝜓⟩0 over a unit time. Repeated evolution over similar units
will generate the full unitary dynamics. With initial state as an MPS the brick-
work Quantum circuit is a tensor network that can be evaluated by sequential
contraction of the 𝑢 matrices with the MPS at specific sites. The optimal
algorithm for evaluating such tensor network architecture is the time evolv-
ing block decimation (TEBD) algorithm [Vid04]. The TEBD algorithm was
introduced to solve the continuous Hamiltonian dynamics and involved the
Suzuki-Trotter decomposition of the evolution operator 𝑒−𝑖∆𝑡𝐻 into a product
of two site unitary operators. Applying TEBD algorithm in a brickwork circuit
evolution circumvents the Trotter error as the operators are already in the
form of product of two site unitaries. TEBD constitutes an efficient sequential
application of two site unitaries onto the MPS state. The evolution through a
unit time can be written as,

|𝜓⟩𝑡 = 𝑈𝑡|𝜓⟩𝑡−1 → 𝑢1,2𝑡 …⊗ 𝑢𝑗,𝑗+1𝑡 ⊗ …𝑢𝑁−1,𝑁𝑡 |𝜓⟩𝑡−1. (3.9)
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Conventionally, the TEBD algorithm is performed iteratively starting from
the left edge of the MPS and moving towards the right edge and back while
applying the two site unitary operators on the corresponding sites. Further-
more, the MPS is kept in a mixed canonical form (see Section 2.4.1) through
out the evolution as the canonical form is preserved under the application
of unitary operator. In the following example we will thoroughly outline the
core of TEBD algorithm which is the application of a two site unitary gate
onto the MPS.

Example 3.3: Local unitary updates of MPS with TEBD

In this example we will thoroughly explain the local unitary update
during the operation |𝜓⟩𝑡 = 𝑈𝑡|𝜓⟩𝑡−1. Specifically, we will consider
the operation 𝑢𝑖,𝑖+1𝑡 |𝜓⟩𝑡−1 as highlighted inside the dotted rectangle in
figure below.

The state is in mixed canonical form (see equation (2.66)),

|𝜓⟩ =
∑

𝛼,𝑥𝑖 ,𝑥𝑖+1,𝛽

[
𝑀𝑥𝑖𝐵𝑥𝑖+1

]
𝛼,𝛽|𝛼⟩|𝑥𝑖⟩|𝑥𝑖+1⟩|𝛽⟩

=
∑

𝛼,𝑥𝑖 ,𝑥𝑖+1,𝛽
𝑇𝑥𝑖 ,𝑥𝑖+1𝛼,𝛽 |𝛼⟩|𝑥𝑖⟩|𝑥𝑖+1⟩|𝛽⟩

where |𝛼⟩ and |𝛽⟩ are the left and right canonical vectors as defined in
equation (2.67). In this representation applying the two site unitary
operator onto the state is now straightforward,

𝑢�̃�𝑖 ,�̃�𝑖+1𝑥𝑖 ,𝑥𝑖+1 |𝜓⟩ =
∑

𝛼,𝑥𝑖 ,𝑥𝑖+1,𝛽
𝑢�̃�𝑖 ,�̃�𝑖+1𝑥𝑖 ,𝑥𝑖+1𝑇

𝑥𝑖 ,𝑥𝑖+1
𝛼,𝛽 |𝛼⟩|𝑥𝑖⟩|𝑥𝑖+1⟩|𝛽⟩

=
∑

𝛼,𝑥𝑖 ,𝑥𝑖+1,𝛽
�̃�𝑥𝑖 ,𝑥𝑖+1𝛼,𝛽 |𝛼⟩|𝑥𝑖⟩|𝑥𝑖+1⟩|𝛽⟩.
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The operations outlined above are shown in the figure below,

Applying two site unitary operator on site 𝑖 and 𝑖 + 1 increases
the entanglement at those bonds, in other words the bond dimension
between sites 𝑖 and 𝑖 + 1 increases from 𝜒 to 𝑑𝜒, where 𝑑 is the lo-
cal Hilbert space dimension (𝑑 = 2 for spin 1∕2 system). Successive
application of local unitaries onto the bond during the evolution will ex-
ponentially increase the bond dimension rendering it computationally
intractable. To this end the bond dimension at every bond is capped
from above by 𝜒max . This truncation process is carried out by doing a
Singular Value Decomposition (SVD) of the tensor �̃� as

�̃�𝑥𝑖 ,𝑥𝑖+1𝛼,𝛽
𝑟𝑒𝑠ℎ𝑎𝑝𝑒
,,,,,,,→ �̃�[𝑥𝑖𝛼],[𝑥𝑖+1𝛽]

𝑆𝑉𝐷
,,,,→ �̃�𝑥𝑖

𝛼,𝑘Λ̃
𝑖,𝑖+1
𝑘,𝑘 �̃�𝑥𝑖+1𝑘,𝛽 ,

where, �̃�𝑥𝑖 is right normalized tensor,Λ̃𝑖,𝑖+1 is a diagonal matrix,
and �̃�𝑥𝑖+1 is right normalized tensor. Therefor by construction the MPS
remains mixed canonical after the application of local unitaries. The
matrix Λ̃𝑖,𝑖+1 has descending diagonal entries whose squares sums to
unity

∑
𝑘 �̃�

2
𝑘,𝑘. The truncation process happens at this stage where we

keep only the 𝜒max largest values and discard the rest. This incurs a
truncation error,

∑
𝑘>𝜒max

�̃�2𝑘,𝑘. Following the truncation the matrix is
normalized. The following figure illustrates the decomposition and
truncation process,

The state |𝜓⟩ remains in a mixed canonical form at the end of a
local unitary update. The re-normalized diagonal matrix Λ𝑖,𝑖+1 is now
contracted with the tensor 𝐵𝑥𝑖+1 to build𝑀𝑥𝑖+1 . This brings us to the
beginning of the outlined process just shifted by a site. Now following
the same process we apply the unitary operator 𝑢𝑥𝑖+1,𝑥𝑖+2 on sites 𝑖 + 1
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and 𝑖 + 2 respectively as shown in the figure below,

We proceed on a similar fashion by sequentially applying two site
unitaries from left to right until we reach the right most site. This
completes a unit left-to-right TEBD sweep and evolves the state through
a unit time. This is followed by a similar sequential application of local
unitaries starting from the rightmost site and moving toward left called
right-to-left TEBD sweep. TEBD involves an alternative left-to-right
and right-to-left sweeps.

3.3 Measurements
Measurements are the essential readout of any quantum computation, allow-
ing to extract (classical) information from a quantum state |||𝜓⟩.

Suppose |||𝜓⟩ is represented as an MPS, and we aim to perform a mea-
surement. We will specifically focus on the simplest type of measurements:
projective measurements of �̂�𝑖 operators on qubits indexed by 𝑖 ∈ 𝐼, where 𝐼
is a subset of 1, 2,… , 𝑁 representing the qubits to be measured.

Since the operators {�̂�𝑖}𝑖∈𝐼 commute with each other, we can perform the
measurements in any order we prefer. First, we will consider the qubit with
the smallest index 𝑖 (i.e. the one closer to the left boundary of theMPS). Notice
that

�̂�(𝑖)0 = �̂� + �̂�𝑖
2 �̂�(𝑖)1 = �̂� − �̂�𝑖

2 (3.10)

are projectors on subspaces where qubit 𝑖 is respectively |0⟩ or |1⟩. We have
therefore to compute outcomes probabilities

𝑝(𝑖)0 = 1 + ⟨𝜓|||�̂�𝑖|||𝜓⟩
2 𝑝(𝑖)1 = 1 − ⟨𝜓|||�̂�𝑖|||𝜓⟩

2 . (3.11)

Evaluating the expectation value ⟨𝜓|||�̂�𝑖|||𝜓⟩ becomes particularly simple if we
have the orthogonality center of the MPS on site 𝑖. Indeed, if sites 𝑗 < 𝑖 are
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left normalized and sites 𝑗 > 𝑖 are right normalized, we get

(3.12)

This contraction can be evaluated efficiently at a cost 𝑂(𝜒3). Having obtained
𝑝0, 𝑝1, the task is to simulate the wave function collapse with these probabili-
ties. This can be done numerically by drawing a uniform (pseudo-)random
variable 𝜉 ∈ [0, 1] and setting the outcome 𝑥 to 0 if 𝜉 < 𝑝0, and to 1 if 𝜉 > 𝑝0.
Once the outcome 𝑥 is determined, we must apply the measurement postulate
(Eq. (2.16)) to project |||𝜓⟩ into the eigenspace corresponding to 𝑥 and then
renormalize the state. This is achieved by setting the 𝜒 × 𝜒 matrix 𝐴1−𝑥

𝑖 to 0,
effectively projecting away the component corresponding to 1 − 𝑥 in the MPS

tensor 𝐴𝑖. For the normalization, 𝐴𝑖 is simply divided by
√
𝑝(𝑖)𝑥 (which has

already been evaluated). At this point, however, it is necessary to restore the
correct MPS gauge by shifting the orthogonality center from 𝑖 to 𝑖+1. This can
be done simply with a 𝑄𝑅 decomposition of the tensor 𝐴𝑖 (after projecting it),
and incorporating 𝑅 into the tensor 𝐴𝑖+1. These last steps can be graphically
represented as follows:

Starting from a right-normalized MPS |||𝜓⟩, we can then perform an entire
sweep of QR decomposition, iteratively bringing the tensors into a left-norma-
lized form. Each time we reach a site 𝑖 ∈ 𝐼, we need to measure 𝑝0 and
apply the outlined algorithm, extracting the outcome and projecting the MPS
tensor, before moving on to site 𝑖 + 1. The total cost of this algorithm is
thus 𝑂(𝑁meas𝑁𝜒3), where 𝑁meas is the number of measurements we want to
extract.

Simplifications occur, however, in the case where 𝐼 coincides with the
set of all qubits 1, 2,… 𝑁. Referring to Eq. (3.12), this is because if all sites
𝑗 < 𝑖 have been measured, the bra and ket sides of the expectation value
factorize. Consequently, the auxiliary line to the left of the right-hand side
can be split, which simplifies the complexity of the evaluation. To be more
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precise, Eq. (3.12) becomes

(3.13)

where we introduced a suitable left environment vector 𝓁. Notice that eval-
uating Eq. (3.13) have cost 𝑂(𝜒2), instead of 𝑂(𝜒3). Once we get 𝑝0, 𝑝1, we
project 𝐴𝑖 as before, but without the need of a QR decomposition. Indeed, it
is enough to update the environment vector as

(3.14)

Again, we can start from a right-normalized MPS |||𝜓⟩ and perform a sweep
through all sites. The total cost is therefore 𝑂(𝑁meas𝑁𝜒2). This improved
sampling algorithm has been firstly proposed in ref. [SW10].

Measuring all �̂�𝑖 operators is equivalent to sampling bit-strings 𝑥𝑥𝑥 from
the computational basis, where each string is drawn with a probability given
by 𝑝(𝑥𝑥𝑥) = |⟨𝑥𝑥𝑥|𝜓⟩|2. This probability reflects the likelihood of obtaining the
configuration 𝑥𝑥𝑥 in a measurement of the quantum state |||𝜓⟩.1

Collecting these samples, or shots, is the typical method experimentalists
use to measure (diagonal) observables. For instance, if an observable �̂� is
defined as �̂� = ∑

𝑥𝑥𝑥 𝑂𝑥𝑥𝑥 |𝑥𝑥𝑥⟩ ⟨𝑥𝑥𝑥|, then ⟨Ψ|�̂�|Ψ⟩ =
∑
𝑥𝑥𝑥 𝑂𝑥𝑥𝑥𝑝(𝑥𝑥𝑥), and therefore

one can estimate ⟨Ψ|�̂�|Ψ⟩ as a sample average based on outcomes of 𝑥𝑥𝑥. This
situation is especially commonwhen addressing classical problems embedded
into quantum systems and proves useful numerically even when we lack an
explicit MPO representation for �̂�.

Similar to what we have seen, every Pauli operator can be measured.
For instance, to measure �̂�𝑖, we utilize the identity �̂� = �̂��̂��̂�†. Thus, the
measurement process can be expressed as:

�̂� ± �̂�𝑖
2

|||𝜓⟩ = �̂�𝑖�̂�
(𝑖)
0,1
||||�̃�
⟩

and 𝑝0,1 = ⟨𝜓|||
�̂� ± �̂�𝑖
2

|||𝜓⟩ =
⟨
�̃�||||�̂�

(𝑖)
0,1
||||�̃�
⟩
, (3.15)

where ||||�̃�
⟩
= �̂�†

𝑖
|||𝜓⟩. This method involves first applying the local gate �̂�

†
𝑖 to

the MPS tensor𝐴𝑖 and then calculating 𝑝0 and 𝑝1 as described. If the outcome
is 𝑥 = 0, for example, we apply �̂�(𝑖)0 to ||||�̃�

⟩
and then transform it back with �̂�.

1For a more detailed examination of the sampling algorithm and its connection to condi-
tional probabilities, we recommend referring to Chapter 5, where these concepts are thoroughly
explored in the context of constructing the so-called minimal entangled typical thermal states
(METS).
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3.4 Quantum Platforms

In the year 2000, theoretical physicist David DiVincenzo proposed a set of
conditions, known as the DiVincenzo Criteria, which are necessary for build-
ing a proper fault-tolerant quantum computer [DiV00]. The requirements are
the following

1. A scalable system with well-characterized qubits.

2. The ability to initialize the state of the qubits to a simple fiducial state,
such as |00… 0⟩.

3. Long relevant decoherence times, much longer than the gate operation
time.

4. An universal set of quantum gates.

5. A high-fidelity readout method.

It is immediately clear that there is a certain level of contradiction in these
requirements: on one hand, we need the quantum computer to be effectively
protected from external influences to maintain its coherence, but on the other
hand, we must interact with it intensively to set up the initial state, carry
out the intended unitary evolution, and measure the final state. Nonetheless,
in the last few years remarkable progress has been achieved thanks to the
improvements in the control of quantum-mechanical systems, which allowed
the transition of quantum hardware from laboratory curiosities to technical
realities [Che+23].

We are going to focus onhardware platforms that showpromise in realizing
large-scale quantum computers, including superconducting qubits, neutral
atoms and trapped-ions. In presenting these hardware implementations, our
aim is not to favor any particular platform. Instead, we intend to demonstrate
the potential application of tensor-networksmethods in simulating the physics
of these processors. It is important to notice that the field of quantum comput-
ing is still in a developmental phase, where multiple hardware platforms are
being explored and tested for their efficacy in implementing quantum algo-
rithms. Each of these platforms has its own set of advantages and challenges,
making it unclear which one will ultimately prove to be the most effective for
practical quantum computing. On the other hand, by effectively employing
the physics and connectivity of quantum hardware, tensor-networks can serve
as a crucial tool for advancing quantum technologies.
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3.4.1 Superconducting Qubits

Superconducting qubits are advanced nonlinear circuits that utilize Joseph-
son junctions to create quantized electromagnetic fields in the microwave
frequency domain. These circuits are distinguished by their ability to be
configured to exhibit customizable atom-like energy spectra, thanks to the
tunable parameters of their circuit elements. Often referred to as artificial
atoms due to their engineered energy levels, they are essential for quantum
computing, offering high controllability and low noise in quantum logic oper-
ations. To function effectively, superconducting qubits require operation at
cryogenic temperatures, typically around 10 millikelvin, to minimize thermal
fluctuations. This is achieved using dilution refrigerators.

From a quantum circuit electrodynamics point of view, a Josephson junc-
tion consists of a nonlinear inductor 𝐿𝐽 = 𝜙0∕(2𝜋)𝐼𝐶 cos(𝜙) in parallel with
a capacitor 𝐶𝐽 , where 𝐼𝑐 is the critical current, 𝜙0 = ℎ∕(2𝑒) is the super-
conducting flux quantum, and 𝜙 is the phase difference across the junction.
The two key parameters of the Josephson junction are the Josephson energy
𝐸𝐽 = 𝜙0𝐼𝑐∕(2𝜋) and the charging energy 𝐸𝐶 = (2𝑒)2∕(2𝐶𝐽).

Among all possible superconducting qubits, transmons are a widely used
variant. In their design, a shunt capacitor 𝐶𝑆 is added in parallel to the Joseph-
son junction to decrease the charging energy, resulting in𝐸𝐶 = (2𝑒)2∕(𝐶𝐽+𝐶𝑆),
and ensuring 𝐸𝐽 ≫ 𝐸𝐶 . The single-qubit Hamiltonian for transmons is
given by:

𝐻 = 𝐸𝐶𝑛2 − 𝐸𝐽 cos(𝜙) (3.16)

where 𝑛 is the number of Cooper pairs traversing the junction, and 𝑛 and 𝜙 are
conjugate variables with [𝑛, 𝜙] = 𝑖. The shunt capacitor allows the low-energy
eigenstates to be considered by expanding the potential term in a power series:

−𝐸𝐽 cos(𝜙) ≈ −12𝐸𝐽𝜙
2 + 1

24𝐸𝐽𝜙
4 (3.17)

The first term represents a quantum harmonic oscillator with equidistant
energy levels, while the quartic term introduces anharmonicity, particularly
affecting the gap between the first and second excited states. This non-linearity
allows the definition of a qubit in the subspace of the ground state |0⟩ and the
first excited state |1⟩. The Hamiltonian projected in the two-state basis is:

𝐻𝑄 =
1
2(𝜖𝜎𝑧 − ∆𝜎𝑥) (3.18)

with 𝜖 = −𝐸𝐶 and ∆ = 𝐸𝐽 . The energy splitting of the eigenvalues is Ω =√
𝜖2 + ∆2. By varying the voltage on the Josephson junction with pulses, the

parameters 𝜖 and ∆ can be manipulated in time to generate single-qubit gates.
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Microwave pulses are integral to the control andmeasurement of transmon
qubits. These pulses, typically shaped with specific envelopes (like Gaussian
or sine-squared), drive transitions between qubit states by resonating at par-
ticular frequencies that correspond to the qubit’s energy levels. A typical
control pulse might have a duration of around 10 nanoseconds and is carefully
calibrated in terms of amplitude and phase to ensure high-fidelity operations.
In superconducting quantum processors, the CNOT gate is typically imple-
mented using a method called the cross-resonance gate. In this method, the
control qubit is driven at the resonance frequency of the target qubit. This
drive induces a coupling between the qubits, creating an interaction described
by a Hamiltonian of the form:

𝐻 = 𝜔
2 𝜎𝑧 ⊗ 𝜎𝑥 (3.19)

where 𝜔 is the drive amplitude. By carefully adjusting the amplitude and
duration of the microwave drive, an entangling interaction is created that,
combined with single-qubit rotations, realizes the CNOT gate.

For measurement, microwave pulses are used in conjunction with res-
onators coupled to the qubits. A readout pulse, often several microseconds
long, is applied to the resonator. The qubit’s state influences the resonator’s
response, altering the reflected or transmitted microwave signal. This signal
is then analyzed to infer the qubit’s state.

3.4.2 Neutral-Atoms Qubits

Neutral atom quantum computers have emerged as a promising platform for
both near-term applications and long-term fault-tolerant universal quantum
computation. These systems utilize atoms trapped in optical tweezers to create
highly controllable qubits. The qubits are encoded in the electronic states
or nuclear spin states of the atoms, which offer long coherence times and
high-fidelity operations. Each atom is individually trapped by focused laser
beams, forming a highly organized array that can be manipulated with precise
laser pulses.

We start by considering the so-called digital addressing of the neutral-atom
arrays. In this setting the qubit states are encoded in the two hyperfine ground-
states of the system {|||𝑔⟩ ≡ |0⟩, |ℎ⟩ ≡ |1⟩}, corresponding to 𝐹 = 1 and 𝐹 = 2
which for atoms such as rubidium have a very long lifetime. An additional
quantum state dubbed Rydberg state |𝑟⟩mediate the interaction between the
atoms using the phenomenon of the Rydberg blockade.

Single-qubit gates are implemented by using tightly focused laser beams
to drive transitions between the internal states of the atoms, creating rotations
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around the Bloch sphere. Indeed, a transition, driven by an external pulse,
between two energy levels {|||𝑔⟩ , |ℎ⟩} or {|||𝑔⟩ , |𝑟⟩} of an atom in the array can
be mapped to a time-dependent spin 1∕2 Hamiltonian

𝐻𝐷(𝑡) = 1
2𝛀(𝑡) ⋅ �̂�𝜎𝜎. (3.20)

The rotation vector is given by𝛀(𝑡) = (Ω(𝑡) cos𝜙,−Ω(𝑡) sin𝜙,−𝛿(𝑡))𝑇 where
Ω is the Rabi frequency of the transition while 𝛿 represent the detuning.
The driving hamiltonian therefore implements a rotation around the axis
𝐧 = 𝛀∕|Ω| with angular velocity |𝛀| =

√
Ω2 + 𝛿2. In the case of a resonant

pulse 𝛿 = 0 of duration 𝜏 the Hamiltonian evolution generates the following
unitary

𝑈 = exp{−𝑖 𝜃2 (cos𝜙�̂� − sin𝜙�̂�)} = 𝑅𝑧(−𝜙)𝑅𝑥(𝜃)𝑅𝑧(𝜙), (3.21)

where we defined

𝜃 = ∫
𝜏

0
𝑑𝑡Ω(𝑡)𝑑𝑡. (3.22)

Finally, applying a further rotation around the 𝑧-axis of an angle 𝛾 + 𝜙 we
obtain an arbitrary single-qubit gate

𝑈(𝛾, 𝜃, 𝜙) = 𝑅𝑧(𝛾)𝑅𝑥(𝜃)𝑅𝑧(𝜙). (3.23)

Multi-qubit entangling gates are realized through the Rydberg blockade
mechanism. In this method, atoms are excited to high-lying Rydberg states
where their interactions are significantly enhanced, allowing for the creation
of entangled states across multiple qubits. The Hamiltonian describing the
ground-rydberg transitions is given by

ℋ𝑔𝑟(𝑡) =
∑

𝑖

⎛
⎜
⎝
𝐻𝐷
𝑖 (𝑡) +

∑

𝑖<𝑗

𝐶6
𝑅6𝑖𝑗

�̂�𝑖�̂�𝑗
⎞
⎟
⎠
. (3.24)

where �̂�𝑖 denotes the projector |𝑟⟩⟨𝑟|𝑖 on the 𝑖-th atom. Where the second
term, which is the long-range dipole-dipole interactions via Rydberg states
with strength 𝐶6, implements the so-called Rydberg blockade effect which
prevents the simultaneous excitation of the two nearby atoms in the state |𝑟𝑟⟩.
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Example 3.4: Implementation of the CZ and CNOT gates

In neutral-atom devices the natural native two-qubits gate is given by
the controlled-Z (CZ) gate. There are several implementations of the
CZ gate

CZ =
⎛
⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟
⎟
⎠

. (3.25)

We illustrate one realized with a sequence of three pulses on the
control-target two-qubit basis, namely {|||0𝑐0𝑡⟩ , |||0𝑐1𝑡⟩ , |||1𝑐0𝑡⟩ , |||1𝑐1𝑡⟩},
which reads

CZ = ei𝜋R(c)
x (𝜋)⊗ 𝕀(t) ⋅ 𝕀(c) ⊗ R(t)

x (2𝜋) ⋅ R
(c)
x (𝜋)⊗ 𝕀(t). (3.26)

We note the following

• Initial state |||0𝑐0𝑡⟩. The control qubit is excited to the Rydberg
state |𝑟⟩with a pulse𝜋. The second pulse, because of the Rydberg
blockade, leaves the target state unchanged. The final pulse
brings the system back to the initial state with a phase 𝑒𝑖𝜋 = −1.

• Initial state |||0𝑐1𝑡⟩. The second pulse is off-resonant because of
the energy difference between ∆𝐸 = 𝐸ℎ − 𝐸𝑔, the target state is
unchanged. The first and third pulses bring the system back to
the intial state with a phase 𝑒𝑖𝜋 = −1.

• Initial state |||1𝑐0𝑡⟩. The first and third pulses are off-resonant, the
control state is unchanged. The second pulses brings the system
back to the intial state with a phase 𝑒𝑖𝜋 = −1.

• Initial state |||1𝑐1𝑡⟩. all the pulses are off-resonant, the system state
remains unchanged with no phase factor.

We finally notice that the CZ gate, composed with two additional
Hadamard gates, can be used to implement a CNOT by applying the
following sequence of gates 𝕀(𝑐) ⊗H(𝑡) ⋅ CZ ⋅ 𝕀(𝑐) ⊗H(𝑡)
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3.4.3 Trapped-Ions Qubits

We finally address the case of trapped-ion qubits. Individual ions, such as
ytterbium or calcium, are confined in electromagnetic traps using a combina-
tion of static and radio-frequency electric fields. These ions have long-lived
electronic states that serve as qubits, which are manipulated using laser or
microwave fields. The ions are held in traps where electrodes create a potential
well that confines them in a linear chain, with mutual Coulomb repulsion
maintaining their separation and allowing for individual addressing.

Single-qubit gates, as for neutral atoms, are implemented by applying
laser pulses that induce transitions between the qubit states, with the pulses
typically shaped and timed precisely to drive rotations around theBloch sphere.
For instance, resonant laser fields at the qubit transition frequency can perform
rotations 𝑅𝑥(𝜃) and 𝑅𝑦(𝜃), where 𝜃 is the rotation angle determined by the
pulse duration and amplitude.

Entangling gates, such as the CNOT gate, are often realized using the
Mølmer-Sørensen interaction [SM99] or the Cirac-Zoller gate [CZ95]. The
Mølmer-Sørensen gate uses bichromatic laser fields to couple the internal
states of two ions via their shared motional modes, creating an effective spin-
spin interaction that entangles the qubit states. The Mølmer-Sørensen gate
applies a state-dependent force to the ions, displacing their motional states
conditioned on their internal states, and carefully timing these interactions to
entangle the ions’ internal states.

Measurement of trapped-ion qubits is performed using state-dependent
fluorescence. A laser tuned to a transition that only one of the qubit states
can absorb causes the ion to scatter photons if it is in that state. The presence
or absence of fluorescence, detected by a photomultiplier or a CCD camera,
indicates the qubit state with high fidelity.
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Tensor networks (TNs) have emerged as one of the most powerful tools
for simulating complex quantum systems, particularly when dealing with the
exponential growth of Hilbert space in many-body quantum mechanics. This
Part of the book looks into the practical applications of tensor networks in
modeling quantum dynamics from optimization problems to open system dy-
namics and resource theory and non-stabilizerness. We specifically focus into
their application for addressing a subset of key challenges in quantum com-
putation, particularly in the context of many-body systems. These problems,
while not exhaustive due to the authors’ preferences, expertise, and space
constraints, are closely related by their shared reliance on tensor network
techniques and the fundamental principles of quantum mechanics. Through
these carefully selected topics, we aim to provide a representative exploration
of how tensor networks can be employed to efficiently simulate quantum
dynamics and optimize complex quantum systems.

Here, we will highlight the key frameworks, methods, and challenges
tackled through the lens of tensor networks, setting the stage for a deeper
exploration of these concepts in subsequent chapters.

Unitary Evolution of Hamiltonian Dynamics — The accurate simula-
tion of quantum systems evolving under unitary transformations governed by
time-dependent Hamiltonians remains a core challenge in quantum physics.
Tensor networks, particularly the Matrix Product States (MPS) and Matrix
Product Operators (MPO) formalisms, offer a scalable approach to repre-
senting quantum states and operators, allowing for simulations that would
otherwise be computationally intractable. One of the fundamental methods
employed is the Time-Dependent Variational Principle (TDVP), which provides
an efficient means to approximate the evolution of quantum states with a
fixed bond dimension. TDVP has been extensively studied and applied in the
context of one-dimensional systems, where its ability to control truncation
errors is particularly valuable for long-time simulations.

In addition, tensor networks have foundwidespread application inQuadra-
tic Unconstrained Binary Optimization (QUBO) problems, which are integral
to classical and quantum optimization algorithms. These problems can be
mapped to Ising-like models, enabling the use of TN methods to solve real-
world optimization challenges that are NP-hard.

Quantum Annealing and Digitized Approaches — One of the most
intriguing applications of TNs is in Quantum Annealing (QA), a method de-
signed to find the ground state of a Hamiltonian by slowly varying a control
parameter. QA can be effectively simulated on both quantum and classical
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devices. The Digitized Quantum Annealing (dQA) approach, a discretized ver-
sion of QA, allows for a gate-based implementation on quantum simulators.
Tensor networks provide a natural framework for dQA simulations, where
they allow for the compression of the exponentially growing Hilbert space into
more manageable forms. Notably, TN methods have been employed to simu-
late dQA with a high degree of precision, as demonstrated in studies where
MPS and MPO techniques are used to efficiently capture the state evolution
under quantum annealing protocols.

Furthermore, Quantum Approximate Optimization Algorithm (QAOA), a
variational quantum algorithm, leverages principles of both QA and gate-
based quantum computation. Tensor networks can be used to analyze the
performance of QAOA, optimizing the classical parameters that drive the
quantum circuit. This provides an avenue for classical simulations of quantum
algorithms aimed at solving combinatorial optimization problems.

Open Tensor Networks and Open System Dynamics — In real-world
quantum systems, interactions with the environment cannot be ignored, giv-
ing rise to open quantum systems. TNs have been successfully adapted to
simulate such systems by extending traditional MPS techniques to handle
mixed quantum states and non-unitary evolutions. Tensor Network and Den-
sity Operators techniques allow for an efficient representation of mixed states,
where MPO formalism plays a crucial role. A prominent approach within this
context is theMinimally Entangled Typical Thermal States (METTS) algorithm,
which uses tensor networks to sample typical thermal states, providing insight
into quantum thermodynamics.

Incorporating environmental effects often requires the use of the Lindblad
Master Equation, a formalism that describes the evolution of open quantum
systems. TN-based algorithms such as the Locally Purified Tensor Network
method offer a pathway to simulate open quantum dynamics in an efficient
manner, enabling the study of decoherence, dissipation, and other non-unitary
processes.

Finally, TNs are crucial for simulating quantum measurement protocols
in open systems, particularly when dealing withmonitored dynamics, where
the evolution of the system depends on continuous measurement outcomes.
These unravelling schemes, in combination with TN methods, provide an
effective means to model complex quantum behavior in open systems.

Tensor Networks and QuantumMagic — The last part of this section
addresses the interplay between tensor networks and quantum “magic” — a
term that refers to the non-stabilizer nature of quantum states, which plays
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a crucial role in the power of quantum computation beyond Clifford oper-
ations. Understanding how tensor networks can capture and quantify the
non-stabilizerness of a quantum system is essential for leveraging their full
potential in quantum information processing.

The chapter begins by introducing the stabilizer formalism, which under-
pins much of the classical simulability of certain quantum systems. Stabilizer
states, those that can be expressed using Pauli and Clifford operators, can be
simulated efficiently on classical computers, thanks to the Gottesman-Knill
theorem. This efficiency, however, highlights the limitation of such states
from the perspective of quantum computational advantage. Truly leveraging
the power of quantum computation requires moving beyond stabilizer circuits
— into the domain of nonstabilizer, or “magic” states.

Quantum magic is identified as a critical resource for achieving quantum
advantage. This concept refers to non-classicality beyond stabilizer operations
and is essential for quantum speedup. Measuring the degree of nonstabilizer-
ness is crucial for evaluating how far a quantum system departs from stabilizer
form, thus revealing its true computational power.

Following this foundational introduction, the chapter explores measuring
magic in tensor network states, where tensor network representations provide
efficient descriptions of quantum many-body systems. The sampling tech-
niques and replica methods outlined in this chapter serve as foundamental
tools for quantifying the magic present in tensor network states, allowing for
a deeper understanding of their complexity and power.

The latter part of the chapter introduces advanced techniques for handling
tensor networks in the presence of magic. In particular, the development of
Clifford-enhanced Matrix Product States (𝒞MPS) offers a novel way to repre-
sent complex quantum states by combining the structure of stabilizer states
with the flexibility of tensor networks. This hybrid approach is extended to
incorporate stabilizer MPOs (Matrix Product Operators) and Clifford-dressed
TDVP (Time-Dependent Variational Principle), providing a framework that
balances computational efficiency with the need to capture nonstabilizer
dynamics.





Chapter 4

Unitary Evolution of
Hamiltonian Dynamics

Life is a dynamic rather than a static
process, and when we don’t change it
kills us. It’s not running away, it’s
moving on.

Irvine Welsh

Much of Quantummechanics involves solving the Schrödinger’s equation,

𝜕
𝜕𝑡
|||𝜓⟩ = −𝑖�̂� |||𝜓⟩ . (4.1)

This fundamental equation dictates the unitary evolution of a pure quan-
tum state, akin to how Newton’s laws describe the evolution of classical sys-
tems. This seemingly harmless first-order time differential equation is ana-
lytically tractable only for a select few problems. Particularly for many-body
systems, the curse of dimensionality strikes, and its unitary dynamics become
an extremely challenging problem in quantum mechanics. Several popular
numerical methods have been developed over time, each with certain benefits
and drawbacks compared to others. Tensor network methods are a recent
addition to this list. In the first two introductory chapters, we introduced
tensor networks and their efficiency in representing one-dimensional quan-
tum many-body systems, with states written as MPS and the Hamiltonian
as MPO. Furthermore in the second chapter we also gave a comprehensive
introduction to the TEBD algorithm (see Section 3.2) which is the first tensor
network based algorithm to calculate the unitary dynamics of pure quantum
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state. The TEBD algorithm decomposes the full Hamiltonian into a sequence
of two-site local unitary gates. In this regard it is also a suitable algorithm for
the discrete evolution of the quantum state via a sequence of random local
unitaries. In this chapter we will focus in another approach for unitary evolu-
tion of a pure quantum state, specifically the one that preserves the structure
of the Hamiltonian and is continuous in time, namely the Time-Dependent
Variational Principle (TDVP) algorithm. The TDVP [Hae+11; Hae+16] is a
variational approach based on the idea of MPS manifold and tangent space.

4.1 Time-Dependent Variational Principle (TDVP)

With the quantum state written as an MPS the Schrödinger’s equation can be
written as,

𝜕
𝜕𝑡
|||𝜓(𝐴(𝑡))⟩ = −𝑖�̂� |||𝜓(𝐴(𝑡))⟩ , (4.2)

where,

(4.3)

The MPS |||𝜓(𝐴)⟩ resides in a smooth manifold𝕄𝜒, which is a subset of the
Hilbert space,𝕄𝜒 ⊂ ℍ. This manifold𝕄𝜒 is characterized by the constraint
that it exclusively contains MPS with a fixed bond dimension 𝜒. It should be
noted that although𝕄𝜒 is a subset of the Hilbert space it is not a vector space
because adding two MPS with bond dimension 𝜒 results in a MPS of a larger
bond dimension and will therefore not lie within𝕄𝜒. Furthermore, applying
a Hamiltonian onto the MPS also increases the bond dimension, therefore
the right hand side of the Schrödinger’s equation (4.2) leads the MPS out of
the manifold. The central idea of TDVP is to constrain the unitary evolution
within the manifold𝕄𝜒 or in terms of MPS language we restrict the growth
of the bond dimension to 𝜒max = 𝜒. This is achieved by projecting the right
hand side of the Schrödinger’s equation, −𝑖�̂� |||𝜓(𝐴(𝑡))⟩ back into the tangent
space 𝕋𝐴𝕄 defined at point |||𝜓(𝐴(𝑡))⟩. The figure below demonstrates this
process, the smooth curved space is the manifold𝕄𝜒 embedded inside the
Hilbert space ℍ, the blue plane is the tangent space 𝕋𝐴𝕄 defined at point
|||𝜓(𝐴)⟩, the bold arrow pointing out of the manifold is the right hand side of
the Schrödinger’s equation which is projected back to the tangent space as
shown by the dashed arrow, finally, the green curve that lies entirely within
the manifold represents the optimal evolution of the quantum state.
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The effective Schrödinger’s equation such that the quantum state always
remains in the manifold𝕄𝜒 is,

𝜕
𝜕𝑡
|||𝜓(𝐴(𝑡))⟩ = −𝑖�̂�𝕋[2]𝐴 𝕄𝜒

�̂� |||𝜓(𝐴(𝑡))⟩ , (4.4)

Here, the superscript [2] signifies two site TDVP which is more accurate
and adaptive compared to the one-site TDVP [Hae+16]. �̂�𝕋[2]𝐴 𝕄𝜒

projects the

MPS −𝑖�̂� |||𝜓(𝐴(𝑡))⟩ onto the tangent space 𝕋𝐴𝕄𝜒 and is defined as,

�̂�𝕋[2]𝐴 𝕄𝜒
=

𝑛−1∑

𝑙=1
�̂�𝑙−1𝐿 ⊗ 𝕀𝑙 ⊗ 𝕀𝑙+1 ⊗ �̂�𝑙+2𝑅 −

𝑛−2∑

𝑙=1
�̂�𝑙𝐿 ⊗ 𝕀𝑙+1 ⊗ �̂�𝑙+2𝑅 . (4.5)

The full derivation of the projector can be found in the following arti-
cles: [Hae+11; Hae+16]. The parts of the projector are defined as

(4.6)
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(4.7)

Replacing equation (4.5) into equation (4.4) we get,

𝜕
𝜕𝑡
|||𝜓⟩ = −𝑖

𝑁−1∑

𝑙=1
�̂�𝑙−1𝐿 ⊗𝕀𝑙⊗𝕀𝑙+1⊗�̂�𝑙+2𝑅 �̂� |||𝜓⟩+𝑖

𝑁−2∑

𝑙=1
�̂�𝑙𝐿⊗𝕀𝑙+1⊗�̂�

𝑙+2
𝑅 �̂� |||𝜓⟩ . (4.8)

The exact solution of equation (4.8) is not tractable, however, the individual
terms are integrable exactly. This kind of problem can be solved by Lie-
Trotter splitting of the operators [Hol+10] and sequentially evolving a pair of
differential equations for a time step of ∆𝑡,

𝜕
𝜕𝑡
|||𝜓⟩ = −𝑖�̂�𝑙−1𝐿 ⊗ 𝕀𝑙 ⊗ 𝕀𝑙+1 ⊗ �̂�𝑙+2𝑅 �̂� |||𝜓⟩ , (4.9)

𝜕
𝜕𝑡
|||𝜓⟩ = 𝑖�̂�𝑙𝐿 ⊗ 𝕀𝑙+1 ⊗ �̂�𝑙+2𝑅 �̂� |||𝜓⟩ . (4.10)

This approach incurs a local time step error of 𝑂(∆𝑡2). These two dif-
ferential equations have opposite signs, this can be interpreted as a set of
forward and backward evolution in time. Let us introduce a two-site map
�̄�𝐿𝑙−1⊗ 𝕀𝑙⊗ 𝕀𝑙+1⊗�̄�𝑅𝑙+2 and single-site map �̄�

𝐿
𝑙 ⊗ 𝕀𝑙+1⊗�̄�𝑅𝑙+2 with the following

definitions,

, (4.11)

. (4.12)

We apply the two-site map (4.11) onto equation (4.9) and the single-site
map (4.12) onto equation (4.10). The resulting left hand side of these equations
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are two-site and single-site tensors given as,

,

(4.13)

.

(4.14)
Here we assumed that |||𝜓⟩ is in a mixed canonical form with orthogonality

center at site 𝑙 + 1 and exploited the left and right unitary properties of the
canonical tensors. Similarly, the right hand side of these equations are also
two-site and single-site tensors albeit more complex given by the following
two diagrammatic equations,

,

(4.15)

.

(4.16)
Finally, the equations (4.9) and (4.10) becomes a pair of two-site and single-

site effective equations given by,

𝜕
𝜕𝑡𝑇

𝑙,𝑙+1(𝑡) = −𝑖 �̂�𝑙,𝑙+1
eff 𝑇𝑙,𝑙+1(𝑡)→ 𝑇𝑙,𝑙+1(𝑡) = 𝑒−𝑖𝑡 �̂�

𝑙,𝑙+1
eff 𝑇𝑙,𝑙+1(0), (4.17)

𝜕
𝜕𝑡𝐴

𝑙+1(𝑡) = 𝑖 �̂�𝑙+1
eff 𝐴

𝑙+1(𝑡)→ 𝐴𝑙+1(𝑡) = 𝑒𝑖𝑡 �̂�
𝑙+1
eff 𝐴𝑙+1(𝑡). (4.18)

The two-site and single-site effective Hamiltonians �̂�𝑙,𝑙+1
eff , �̂�𝑙+1

eff are both
rank-8 tensors as defined in the equations (4.15) and (4.16) respectively. The
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set of equations (4.17) and (4.18) can be integrated using iterative Lanczos
exponential solver which has a computational cost of 𝑂(𝜒3) [Lan50; Sim84;
ML03]. Furthermore, the error incurred during Lanczos solver is well con-
trolled and can bemade arbitrarily small by sufficiently increasing the number
of Krylov vectors. Solving these local equations forms the bottleneck of TDVP
algorithm which comprises of solving these local equations iteratively over
the system sites.

Example 4.1: Lanczos Exponential Solver

The Lanczos algorithm was initially developed for the purpose of
tri-diagonalizing a Hermitian matrix. Essentially, the Lanczos process
converts an 𝑁 × 𝑁 Hermitian matrix 𝑀 into an 𝑁 × 𝑁 tridiagonal
matrix over the course of 𝑛 steps. The importance of this process lies
in its ability to approximate the extreme eigenvalues and eigenvectors
of the Hermitian matrix 𝑀 by using the extreme eigenvalues and
eigenvectors of a 𝑘 × 𝑘 tridiagonal matrix after just 𝑘 ≪ 𝑁 iterations.
The Lanczos algorithm starts with an 𝑁 ×𝑁 Hermitian matrix𝑀 and
an initial guess vector 𝑣input. After 𝑘 iterations, it produces a 𝑘 × 𝑘
tridiagonal matrix 𝑇𝑘×𝑘 along with a set of orthogonal column vectors
𝑉𝑁×𝑘. The algorithm can be described concisely as follows:

1: 𝑣1 = 𝑣input∕
||||𝑣input

|||| ⊳ input vector
2: for 𝑖 ∈ [2, 𝑘 + 1] do
3: 𝑣𝑖 =𝑀 × 𝑣𝑖−1
4: for 𝑗 ∈ [𝑖 − 2, 𝑖 − 1] do ⊳ Building tridiagonal matrix
5: if 𝑗 ≥ 1 then
6: 𝑇𝑖−1,𝑗 = dot(𝑣𝑖, 𝑣𝑗)
7: 𝑇𝑗,𝑖−1 = 𝑇∗𝑖−1,𝑗
8: end if
9: end for
10: for 𝑓 ∈ [1, 𝑖 − 1] do ⊳ Full reorthonormalization
11: 𝑣𝑖 = 𝑣𝑓 − dot(𝑣𝑖, 𝑣𝑓) × 𝑣𝑓
12: 𝑣𝑖 = 𝑣𝑖∕|||𝑣𝑖|||
13: end for
14: end for
15: return 𝑇, [𝑣1, 𝑣2,… , 𝑣𝑘]

The set of orthonormal vectors 𝑉𝑛×𝑘 = [𝑣1, 𝑣2,… , 𝑣𝑘] are known as
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Krylov vectors that forms the basis of Krylov subspace [Lan50; Pai71].
The number 𝑘 is known as the Krylov dimension.

Finally, the matrix exponential applied to a vector can be approxi-
mated by the tridiagonal matrix as,

𝑒𝑀 × 𝑣input ≈ 𝑉𝑛×𝑘 × 𝑒𝑇𝑘×𝑘 × 𝕀𝑘×𝑘[∶, 1], (4.19)

where, 𝕀𝑘×𝑘[∶, 1] is the first column of the 𝑘× 𝑘 identity matrix [ML03].

Note: in equations (4.17) and (4.18) �̂�𝑙,𝑙+1
eff , �̂�𝑙,𝑙+1

eff , 𝑇𝑙,𝑙+1, and 𝐴𝑙+1

are not matrices and vectors but rather high rank tensors. In this case
the Lanczos algorithm can be adapted for exponential of a higher rank
tensor applied to another higher rank tensor.

Example 4.2: TDVP algorithm

The TDVP algorithm is fairly similar to the Density Matrix Renormal-
ization Group (DMRG) algorithm [Sch11] in the sense that it involves
sequential sweeping from left-to-right and right-to-left through the
system sites. The right-to-left sweep is adjoint to the left-to-right sweep,
giving a second-order symmetric integrator scheme so that the error
time step error becomes of order 𝑂(∆𝑡3). In the algorithm we then set
∆𝑡 → ∆𝑡∕2 and consider the left-to-right and right-to-left sweep as a
single time step [Hae+16]. The TDVP algorithm can be decomposed
into three main parts;

1. Initialization: This part involves setting up the system ready
before the sweeps. The requirements are as follows:

(a) The initial state |||𝜓(𝑡 = 0)⟩ in right canonical form. This
can be achieved by a sequence of SVD/QR decompositions
starting from the 𝑛𝑡ℎ site to the first site.
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(b) The Hamiltonian �̂� as an MPO.

(c) Right environment tensors {𝑅𝑖}𝑖=𝑛𝑖=3 .

2. Left-to-right sweep
1: for 𝑙 ∈ [1, 𝑛 − 1] do
2: 𝑇𝑙,𝑙+1 ← 𝐴𝑙𝐴𝑙+1

𝑅

3: Solve the forward local evolution: 𝑇𝑙,𝑙+1(𝑡 + ∆𝑡∕2) ←
𝑒−𝑖

∆𝑡
2
�̂�𝑙,𝑙+1
eff 𝑇𝑙,𝑙+1(𝑡), where �̂�𝑙,𝑙+1

eff is defined as,

Here, 𝐿𝑙−1 is the 𝑙 − 1𝑡ℎ left environment tensor akin
to the right environment tensors. Note that 𝐿0 and 𝑅𝑛+1
corresponds to a scalar 1.0. They are build successively as,
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4: 𝐴𝑙
𝐿𝑆𝑙,𝑙+1�̃�

𝑙+1
𝑅 ← 𝑇𝑙,𝑙+1 ⊳ SVD and truncation

5: 𝑆𝑙,𝑙+1�̃�𝑙+1
𝑅 ← 𝐴𝑙+1

6: if 𝑙 ≠ 𝑛 − 1 then
7: 𝐿𝑙 ← 𝐿𝑙−1[𝐴𝑙

𝐿]∗𝐻𝑙𝐴𝑙
𝐿

8: Solve the backward local evolution: 𝐴𝑙+1(𝑡−∆𝑡∕2)←
𝑒𝑖

∆𝑡
2
�̂�𝑙+1
eff 𝐴𝑙+1(𝑡), where �̂�𝑙+1

eff is defined as,



98 CHAPTER 4. UNITARY EVOLUTION OF HAMILTONIAN DYNAMICS

9: Delete 𝑅𝑙+2
10: end if
11: end for

3. Right-to-left sweep: At the end of left-to-right sweep the MPS
is in left canonical form and we have a set of left environment
matrices {𝐿𝑖}𝑛−1𝑖=1 . All the steps involved in the right-to-left sweep
are equivalent to left-to-right sweeps except for the direction
of iteration. So we will outline only the algorithm without the
diagrams.
1: for 𝑙 ∈ [𝑛, 2] do
2: 𝑇𝑙−1,𝑙 ← 𝐴𝑙−1

𝐿 𝐴𝑙

3: 𝑇𝑙−1,𝑙(𝑡 + ∆𝑡∕2)← 𝑒−𝑖
∆𝑡
2
�̂�𝑙−1,𝑙
eff 𝑇𝑙−1,𝑙(𝑡)

4: �̃�𝑙−1
𝐿 𝑆𝑙−1,𝑙𝐴𝑙

𝑅 ← 𝑇𝑙−1,𝑙(𝑡 + ∆𝑡) ⊳ SVD and truncation
5: �̃�𝑙−1

𝐿 𝑆𝑙−1,𝑙 ← 𝐴𝑙−1

6: if 𝑙 ≠ 2 then
7: 𝑅𝑙 ← 𝑅𝑙+1[𝐴𝑙

𝑅]∗𝐻𝑙𝐴𝑙
𝑅

8: 𝐴𝑙−1(𝑡 − ∆𝑡∕2)← 𝑒𝑖
∆𝑡
2
�̂�𝑙−1
eff 𝐴𝑙−1(𝑡)

9: Delete 𝐿𝑙−2
10: end if
11: end for

4. Steps 2 and 3 evolves the state by a time step ∆𝑡: |||𝜓(𝑡 + ∆𝑡)⟩←
|||𝜓(𝑡)⟩. The full evolution is achieved by successive iteration of
these steps.

The TDVP algorithm encounters four main types of errors. The first error
emerges during the projection of the exact Schrödinger equation onto (4.4),
stemming from the limited bond dimensions of the auxiliary indices in MPS
tensors. To gauge this error, one can observe how TDVP data converges as the
bond dimensions increase. The second error is related to the finite time step
when approximating the differential equation (4.8) with a series of solvable
local differential equations (4.9) and (4.10). For the second-order integrator
described earlier, this error scales as 𝑂(𝛿𝑡3) per time-step. The third type of
error is due to an insufficient number of Krylov vectors in solving the local
differential equations (4.17) and (4.18). This error can be made arbitrarily
small by using a sufficiently large number of Krylov vectors in the Lanczos
exponential solver. The final source of error arises from the truncation of
the singular values in the local MPS tensors. Reducing the time step ∆𝑡
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will decrease the time step error and the error incurred during solving local
differential equations. The other two errors, projection error and truncation
error are however independent of the discrete time step and therefore taking
smaller ∆𝑡 will wind up more overall projection and truncation error since it
require more discrete steps to reach the final state. In a real simulation the
optimal ∆𝑡 is often determined by several round of hit and trials.

4.2 Quadratic unconstrained binary optimization

The Quadratic Unconstrained Binary Optimization (QUBO) problem is a form
of optimization where the goal is to find the values of binary variables that
minimize (or maximize) a quadratic objective function. This is pivotal in
various scientific and engineering fields, such as finance, logistics, machine
learning, and especially quantum computing, because of its compatibility
with quantum annealers and certain quantum algorithms.

The QUBO problem involves the optimization of the following function

𝑓(𝐱) =
∑

𝑖𝑗
𝑥𝑖𝑄𝑖𝑗𝑥𝑗 +

∑

𝑖
𝑐𝑖𝑥𝑖 (4.20)

where 𝑐𝑖 represent the weight associated to each component and 𝑄𝑖𝑗 the
weights associated with each pair of indices, defining the structure of the
problem, and 𝑥𝑗 ∈ {0, 1} are binary variables.

The optimal solution, 𝐱∗, minimizes the objective function and satisfies
the condition

∀𝐱 ∈ {0, 1}𝑛 𝑓(𝐱∗) ≤ 𝑓(𝐱). (4.21)

In its most general case, the QUBO problem is NP-hard, meaning it cannot
be efficiently solved by any algorithm that runs in polynomial time. Before
dwelling on how to map QUBO problems in a quantum mechanical problem,
let us give some examples of such problems.

Unweighted graphs —A graph is a mathematical structure that is defined
as a pair 𝐺 = (𝑉, 𝐸), where 𝑉 represents the set of vertices (or nodes) and
𝐸 represents the set of edges (or links) between these vertices. The vertices
can represent entities such as points, objects, or locations, while the edges
represent the relationships or connections between pairs of vertices.

One common way to represent a graph is through its adjacency matrix
𝐴. The adjacency matrix 𝐴 is a square matrix of size 𝑛 × 𝑛, where 𝑛 is the
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number of vertices in the graph. The entries of 𝐴 are defined as follows

𝐴𝑖𝑗 = {
1 if there is an edge between vertex 𝑖 and vertex 𝑗,
0 otherwise.

(4.22)

For undirected graphs, the adjacency matrix 𝐴 is symmetric, meaning 𝐴𝑖𝑗 =
𝐴𝑗𝑖. In contrast, for directed graphs, the adjacency matrix may not be symmet-
ric, as the presence of an edge from vertex 𝑖 to vertex 𝑗 does not necessarily
imply the presence of an edge from vertex 𝑗 to vertex 𝑖.

4 5

2 3

1

𝐴 =

⎛
⎜
⎜
⎜
⎜
⎝

0 1 1 0 0
1 0 1 1 0
1 1 0 1 1
0 1 1 0 1
0 0 1 1 0

⎞
⎟
⎟
⎟
⎟
⎠

(4.23)

Weighted graphs — In addition to simple graphs, there are also weighted
graphs, where each edge is assigned a numerical value or weight. A weighted
graph can be represented by a triplet 𝐺 = (𝑉, 𝐸,𝑤), where 𝑉 is the set of
vertices, 𝐸 is the set of edges, and𝑤 ∶ 𝐸 → ℝ is a weight function that assigns
a real number to each edge.

In the context of a weighted graph, the adjacency matrix 𝐴 is often ex-
tended to include these weights. Specifically, the weighted adjacency matrix
of a weighted graph is defined as follows

𝑊𝑖𝑗 = {
𝑤𝑖𝑗 if there is an edge between vertex 𝑖 and vertex 𝑗,
0 otherwise.

(4.24)

Here, 𝑤𝑖𝑗 represents the weight of the edge between the vertex 𝑖 and the
vertex 𝑗. For undirected weighted graphs, the adjacency matrix remains
symmetric, that is,𝑊𝑖𝑗 =𝑊𝑗𝑖, while for directed weighted graphs, the matrix
may still be asymmetric depending on the direction and weights of the edges.

Weighted graphs are particularly useful in modeling real-world problems
where relationships between entities have different strengths, costs, or capac-
ities. Examples include road networks where edges represent distances or
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travel times, communication networks where edges represent bandwidth or
latency, and financial networks where edges represent transaction amounts.

Max-Cut problem— The Max-Cut problem is a fundamental problem in
graph theory and combinatorial optimization. Given an undirected graph
𝐺 = (𝑉, 𝐸), the objective of the Max-Cut problem is to partition the set of
vertices into two disjoint subsets such that the number of edges between the
two subsets is maximized. Equivalently, the problem seeks to maximize the
weight of the cut, where the weight is defined as the sum of the weights of
the edges that have endpoints in different subsets. For instance, the Max-Cut
of (4.23) is the following

4 5

2 3

1

4 5

2 3

1

(4.25)

It is straightforward to express the Max-Cut problem as a QUBO optimiza-
tion. We begin by assigning a binary variable 𝑥𝑗 to each vertex 𝑗, where 𝑥𝑗 = 0
if the vertex is in the first subset and 𝑥𝑗 = 1 if it is in the second subset. Then,
it is easy to figure out that the matrix 𝑄 in the MaxCut problem is related to
the adjacency matrix 𝐴 of the undirected graph. Indeed, we have to minimize
the function

𝑓(𝐱) = −
∑

𝑖,𝑗
𝐴𝑖𝑗(2𝑥𝑖 − 1)(2𝑥𝑗 − 1). (4.26)

which is such that for every connected 𝑥𝑖 ≠ 𝑥𝑗 contributes −1 to the value
of 𝑓(𝐱), while every 𝑥𝑖 = 𝑥𝑗 contribute with +1. Equivalently, discarding an
unnecessary additive constant the problem is equivalent to find the 𝐱∗ which
minimizes

𝑓(𝐱) =
∑

𝑖𝑗
𝐴𝑖𝑗

(
2𝑥𝑖𝑥𝑗 − 𝑥𝑖 − 𝑥𝑗

)
(4.27)



102 CHAPTER 4. UNITARY EVOLUTION OF HAMILTONIAN DYNAMICS

Traveling salesman problem— The Traveling Salesman Problem (TSP)
is a classic optimization problem in the field of combinatorial mathematics
and computer science. It involves determining the most efficient route for a
seller who must visit a given set of cities, stopping at each city exactly once,
and then returning to the starting point. The challenge lies in finding the
shortest possible route that accomplishes this task, given the distances or costs
between every pair of cities.

The problem is known for its computational complexity; as the number
of cities increases, the number of possible routes grows factorially, making
an exhaustive search impractical for large instances. Again, as for the Max-
Cut problem, despite its simplicity in formulation, TSP is NP-hard, meaning
that no efficient algorithm is known to solve all instances of the problem in
polynomial time.

The TSP can be formulated as a QUBO optimization problem. For 𝑁
cities at distances 𝑑𝑖𝑗, we define a set of 𝑛 = 𝑁2 binary variables 𝑥𝑖,𝜇, where
𝑖 represents the index of a city, and 𝜇 denotes the position of that city in the
sequence of the route. Specifically, if 𝑥2,3 = 1, it indicates that the second city
is the third one visited in the route.

To ensure that the solution represents a valid tour, where each city is
visited exactly once and every position in the sequence corresponds to exactly
one city, we impose the following penalties or constraints

𝑁∑

𝑖=1

⎛
⎜
⎝
1 −

𝑁∑

𝜇=1
𝑥𝑖,𝜇

⎞
⎟
⎠

2

,
𝑁∑

𝜇=1

⎛
⎜
⎝
1 −

𝑁∑

𝑖=1
𝑥𝑖,𝜇

⎞
⎟
⎠

2

. (4.28)

These equations guarantee that each city is assigned a unique position in the
route and that each position in the route is occupied by only one city. The first
equation ensures that every city appears exactly once in the sequence, while
the second equation ensures that each position in the route is filled by one
and only one city. If some cities are not reachable directly from other cities,
also include the equation

∑

𝑖𝑗

(
1 − 𝐴𝑖𝑗

)
𝑥𝑖,𝜇𝑥𝑗,𝜇+1 (4.29)

where 𝐴 is the adjacency matrix of the unweighted graph. Finally, we have to
include the cost of the route in the objective function, which is given by

ℎ
∑

𝑖𝑗
𝑑𝑖𝑗

𝑁∑

𝜇
𝑥𝑖,𝜇𝑥𝑗,𝜇+1. (4.30)
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The scaling factor ℎ has to be small enough that it is never favorable to
violate that the solution represents a valid tour, that is, 0 < ℎmax 𝑑 < 1. The
QUBO problem that solves the TSP is therefore the following

𝑓(𝐱) =
𝑁∑

𝑖=1

⎛
⎜
⎝
1 −

𝑁∑

𝜇=1
𝑥𝑖,𝜇

⎞
⎟
⎠

2

+
𝑁∑

𝜇=1

⎛
⎜
⎝
1 −

𝑁∑

𝑖=1
𝑥𝑖,𝜇

⎞
⎟
⎠

2

+

+
∑

𝑖𝑗

(
1 − 𝐴𝑖𝑗

)
𝑥𝑖,𝜇𝑥𝑗,𝜇+1 + ℎ

∑

𝑖𝑗
𝑑𝑖𝑗

𝑁∑

𝜇
𝑥𝑖,𝜇𝑥𝑗,𝜇+1 (4.31)

4.2.1 Mapping to Ising model

The QUBO framework is relevant in the field of quantum computing since it
is computationally equivalent to ground state search of a classical Ising model,
which is described by the Hamiltonian function

𝐻(𝜎) = −
∑

⟨𝑖,𝑗⟩
𝐽𝑖𝑗𝜎𝑖𝜎𝑗 −

∑

𝑗
ℎ𝑗𝜎𝑗 (4.32)

where the parameters ℎ𝑗, 𝐽𝑖𝑗 are real values applicable to all pairs (𝑖, 𝑗). As
usual, in the Ising model, the spin variables 𝜎𝑗 are binary, taking values from
{−1,+1}.

These spin variables are usually arranged in a lattice, allowing only adja-
cent pairs to interact significantly. Applying the transformation 𝜎 ↦→ 2𝑥 − 1,
we can equivalently express the Ising model as a QUBO problem. The equiva-
lent QUBO function is then given by

𝑓(𝑥) =
∑

⟨𝑖,𝑗⟩
−𝐽𝑖𝑗(2𝑥𝑖 − 1)(2𝑥𝑗 − 1) +

∑

𝑗
ℎ𝑗(2𝑥𝑗 − 1)

=
∑

⟨𝑖,𝑗⟩
(−4𝐽𝑖𝑗𝑥𝑖𝑥𝑗 + 2𝐽𝑖𝑗𝑥𝑖 + 2𝐽𝑖𝑗𝑥𝑗 − 𝐽𝑖𝑗) +

∑

𝑗
(2ℎ𝑗𝑥𝑗 − ℎ𝑗)

=
∑

⟨𝑖,𝑗⟩
(−4𝐽𝑖𝑗𝑥𝑖𝑥𝑗) +

∑

𝑗

⎛
⎜
⎝

∑

⟨𝑖,𝑘=𝑗⟩
(2𝐽𝑘𝑖 + 2𝐽𝑖𝑘) + 2ℎ𝑗

⎞
⎟
⎠
𝑥𝑗 −

∑

⟨𝑖,𝑗⟩
𝐽𝑖𝑗 −

∑

𝑗
ℎ𝑗,

(4.33)
where we define the QUBO matrix 𝑄 as

𝑄𝑖𝑗 = {
−4𝐽𝑖𝑗 if 𝑖 ≠ 𝑗
∑

⟨𝑖,𝑘=𝑗⟩(2𝐽𝑘𝑖 + 2𝐽𝑖𝑘) + 2ℎ𝑗 if 𝑖 = 𝑗
(4.34)

and the constant term 𝐶 as

𝐶 = −
∑

⟨𝑖,𝑗⟩
𝐽𝑖𝑗 −

∑

𝑗
ℎ𝑗. (4.35)
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Since the constant 𝐶 does not influence the optimization of 𝐱∗, it can gen-
erally be ignored during the optimization process, although it is critical for
calculating the original Hamiltonian function’s value.

4.3 Quantum Annealing
Recent explorations into adiabatic quantum optimization have sparked signif-
icant interest due to its potential to tackle QUBO problems. This quantum
computational approach takes advantage of a dynamical adiabatic change in
Hamiltonian parameters from a simple initial Hamiltonian𝐻0, whose ground
state is easily realizable, to a problem-specific Hamiltonian𝐻𝑃, whose ground
state encodes the solution to the desired problem.

The method relies on the principle of keeping the quantum system in its
ground state while slowly changing from �̂�𝑥 to �̂�𝑧 (with [�̂�𝑥, �̂�𝑧] ≠ 0)

�̂�(𝑡) = (1 − 𝑠) �̂�𝑥 + 𝑠 �̂�𝑧, (4.36)

with an interpolation parameter 𝑠 = 𝑠(𝑡) ∈ [0, 1] such that 𝑠(0) = 0 and
𝑠(𝜏) = 1, 𝜏 being the total annealing time. According to the adiabatic theorem,
if𝑇 is sufficiently large, compared to the inverse square of theminimal spectral
gap of �̂�(𝑠), the system remains in its lowest energy state throughout the
evolution, resulting in a solution at 𝑡 = 𝜏.

The efficiency of adiabatic quantum optimization has been under scrutiny,
particularly concerning its potential to surpass classical computational speeds.
The relationship between the system size 𝑁 and the time 𝜏, given by 𝜏 =
𝑂(exp

(
𝛼𝑁𝛽)), suggests that maintaining the ground state, and thus avoid-

ing transitions to excited states due to minute energy gaps (Landau–Zener
transitions), demands exponentially increasing time as 𝑁 approaches infinity.
Although solving NP-complete problems in polynomial time using adiabatic
optimization remains implausible, the actual coefficients 𝛼 and 𝛽 might be
competitively lower than those in classical approaches, suggesting a possible
advantages for specific problem classes.

In the case of a QUBO problem �̂�𝑧 is the quantum counterpart of the
classical Ising model, which, as already pointed out, typically involve a system
of 𝑁 spins 𝜎𝑖 = ±1 described by the Hamiltonian

𝐻 = −
𝑁∑

𝑖<𝑗
𝐽𝑖𝑗𝜎𝑖𝜎𝑗 −

𝑁∑

𝑖=1
ℎ𝑖𝜎𝑖, (4.37)

so that its quantum counterpart reads

�̂�𝑧 = �̂�(�̂�1,… , �̂�𝑁), (4.38)
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where �̂�𝑖 are Pauli matrices acting on the 𝑖-th qubit. To initialize the system,
the initial state is the ground state of

�̂�𝑥 = −
𝑁∑

𝑖=1
�̂�𝑖, (4.39)

creating a superposition of all possible states in the computational basis. This
setup creates an opportunity for employing tensor network methods. In
particular, �̂�(𝑠) has a clear MPO description and the time evolution can be im-
plemented for exampple with a TDVP algorithm. This allows to simulate and
benchmark the performance of quantum annealing processes. This approach
not only aids in verifying the efficacy of quantum annealing solutions but
also enhances our understanding of the scalability and limitations of current
quantum optimization technologies.

4.3.1 Digitized Quantum Annealing (dQA)

In its digitized form, QuantumAnnealing (QA) can be implemented on digital
quantum simulators or classically simulated through a process known as
digitizedQuantumAnnealing (dQA) [Bar+16; BAS19; BFS19]. This procedure
discretizes the continuous time evolution of QA into 𝑃 time steps, each of
duration 𝛿𝑡 = 𝜏∕𝑃, followed by a Trotter decomposition to separate the non-
commuting Hamiltonian terms. The lowest-order Trotter splitting is given by

𝑒−𝑖�̂�(𝑠𝑝) 𝛿𝑡 ≃ 𝑒−𝑖(1−𝑠𝑝)�̂�𝑥 𝛿𝑡 𝑒−𝑖𝑠𝑝�̂�𝑧 𝛿𝑡 +𝒪
(
𝛿𝑡
)2
, (4.40)

where 𝑝 = 1, 2,… , 𝑃 and 𝑠𝑝 = 𝑡𝑝∕𝜏 = 𝑝∕𝑃. The parameters 𝛽𝑝 = (1 − 𝑠𝑝)𝛿𝑡
and 𝛾𝑝 = 𝑠𝑝𝛿𝑡 allow the previous expression to be compactly rewritten as

𝑒−𝑖�̂�(𝑠𝑝) 𝛿𝑡 ≃ �̂�𝑥(𝛽𝑝) �̂�𝑧(𝛾𝑝) +𝒪
(
𝛿𝑡
)2

�̂�𝑥(𝛽𝑝) = 𝑒−𝑖𝛽𝑝�̂�𝑥 , �̂�𝑧(𝛾𝑝) = 𝑒−𝑖𝛾𝑝�̂�𝑧 ,
(4.41)

yielding a quantum state at the end of the digitized annealing process:

|𝜓𝑃⟩ = 𝑒−𝑖𝛽𝑃�̂�𝑥𝑒−𝑖𝛾𝑃�̂�𝑧 ⋯ 𝑒−𝑖𝛽𝑝�̂�𝑥𝑒−𝑖𝛾𝑝�̂�𝑧 ⋯ 𝑒−𝑖𝛽1�̂�𝑥𝑒−𝑖𝛾1�̂�𝑧 |𝜓0⟩ , (4.42)

where |𝜓0⟩ = |+⟩⊗𝑁 is the ground state of the transverse field term �̂�𝑥, and
|+⟩ = 1

√
2
(|0⟩ + |1⟩).

This framework allows the digitized QA to closely approximate real-time
Quantum Annealing dynamics as 𝑃 → ∞ and 𝛿𝑡 → 0, while maintaining
𝜏 = 𝑃𝛿𝑡 finite. However, for finite 𝑃, the trade-off between Trotter errors
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and the annealing time 𝜏 becomes crucial [BAS19]. Small 𝛿𝑡 results in non-
adiabatic evolution, while large 𝛿𝑡makes the Trotter approximation too rough,
introducing spurious quantum correlations.

Despite the rough approximation introduced by Trotterization, numerical
studies have shown that even for values of 𝛿𝑡 on the order of𝒪(1), the discrete-
time evolution often yields surprisingly accurate results without needing a
higher-order split-up. This makes it a practical approach for both simulation
and implementation of QA dynamics on near-term quantum devices.

4.3.2 dQA with Tensor Network

A novel tensor network appraoch was introduced to efficiently simulate digi-
tized Quantum Annealing (dQA) for a broad class of classical Hamiltonians
or cost functions [Lam+23]. These Hamiltonians take the form:

𝐻(𝜎𝜎𝜎) =
𝑁𝜉∑

𝜇=1
𝔥 (𝜉𝜉𝜉𝜇 ⋅ 𝜎𝜎𝜎) , (4.43)

where the variables 𝜉𝜇𝑖 ∈ {−1,+1} (with 𝜇 = 1, 2,… , 𝑁𝜉 and 𝑖 = 1, 2,… , 𝑁)
represent spin or qubit configurations, often referred to as “patterns”, and 𝔥 is
any sufficiently regular function.

Notice that the QUBO Hamiltonian can be easily rewritten in this form;
specifically the quadratic term only — the so called Hopfield model [Meh21;
Her+91; Hop82; AGS85] — looks like

∑

𝑖,𝑗
𝐽𝑖𝑗𝜎𝑖𝜎𝑗 =

𝑁𝜉∑

𝜇=1

(
𝜉𝜉𝜉𝜇 ⋅ 𝜎𝜎𝜎

)2 , 𝐽𝑖𝑗 =
𝑁𝜉∑

𝜇=1
𝜉𝜇𝑖 𝜉

𝜇
𝑗 , (4.44)

where a sufficiently large number of patterns 𝑁𝜉 have been chose to recon-
struct the random couplings 𝐽𝑖𝑗.

The methods discussed in this work are notably versatile, applying to any
Hamiltonian that can be reformulated in this general structure, reminiscent
of the cost functions used in simple discrete neural networks. This framework
opens up new possibilities for efficiently simulating complex quantum sys-
tems within the scope of dQA. In the following sections, we will explore this
methodology in more detail.

Let us begin by noting that the initial state |||𝜓0⟩ = |+⟩𝑁 is a simple product
state, i.e. a Matrix Product State (MPS) with a bond dimension of 𝜒 = 1.

| + ⟩N = ∑
σ

|σ⟩⋯⋯⋯
σ1 σ2 σN

⋯⋯⋯⟨σ′ | Ûx(βp) |σ⟩ =

σ′ 1 σ′ 2 σ′ N

σ1 σ2 σN

e−iβp𝕏 e−iβp𝕏 e−iβp𝕏(4.45)



4.3. QUANTUM ANNEALING 107

The next objective is to express the unitaries �̂�𝑧(𝛾𝑝) and �̂�𝑥(𝛽𝑝) as Matrix
Product Operators (MPOs).

The �̂�𝑥 gate — Let’s begin with �̂�𝑥 which admits an elementary decompo-
sition into an MPO of bond dimension 𝜒 = 1, namely in the computational
basis one has

| + ⟩N = ∑
σ

|σ⟩⋯⋯⋯
σ1 σ2 σN

⋯⋯⋯⟨σ′ | Ûx(βp) |σ⟩ =

σ′ 1 σ′ 2 σ′ N

σ1 σ2 σN

e−iβp𝕏 e−iβp𝕏 e−iβp𝕏 (4.46)

and has we know now very well, applying those operators to an MPS is trivial
and it is not increasing the auxiliary dimension of its representation.

The �̂�𝑧 gate— The real novelty comes in decomposing �̂�𝑧 as anMPO. Since
the target Hamiltonian encodes different pattern, we can first decompose the
total unitary in 𝑁𝜉 layers

�̂�𝑧(𝛾𝑝) =
𝑁𝜉∏

𝜇=1
�̂�𝜇
𝑧 (𝛾𝑝) =

𝑁𝜉∏

𝜇=1
𝑒−𝑖𝛾𝑝𝔥(𝜉𝜉𝜉𝜇⋅�̂�𝑍𝑍), (4.47)

with �̂�𝑍𝑍 = {�̂�1,… , �̂�𝑁} a vector of Pauli matrices. These operators are diagonal
in the computational basis with entries

⟨𝜎𝜎𝜎′|�̂�𝜇
𝑧 (𝛾𝑝)|𝜎𝜎𝜎⟩ = 𝛿𝜎′𝜎𝜎′𝜎𝜎′𝜎𝑒−𝑖𝛾𝑝𝔥(𝜉𝜉𝜉

𝜇⋅𝜎𝜎𝜎) (4.48)

Let us now take advantage of the particular structure of the Hamiltonian
�̂�𝑧. By its very nature, this Hamiltonian depends on the spin configuration 𝜎𝜎𝜎
only through the following variables:

𝑥𝜇(𝜎𝜎𝜎) = 𝑁 − 𝜉𝜉𝜉𝜇 ⋅ 𝜎𝜎𝜎
2 =

𝑁∑

𝑗=1

⎛
⎜
⎝

1 − 𝜉𝜇𝑗 𝜎𝑗
2

⎞
⎟
⎠
, (4.49)

which quantify the number of bits in 𝜎𝜎𝜎 that differ from those in 𝜉𝜉𝜉𝜇. This
expression represents the well-known Hamming distance between the config-
urations 𝜎𝜎𝜎 and 𝜉𝜉𝜉𝜇, where 𝑥𝜇 ∈ {0, 1,… , 𝑁}.

This observation is critical, as it constitutes the only assumption under-
pinning the approach. Since 𝑥 (for any pattern 𝜇) is a discrete integer variable
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taking values in {0, 1,… , 𝑁}, we can represent any function by applying the
Discrete Fourier Transform (DFT). In particular for what we concern we get

⟨𝜎𝜎𝜎′|�̂�𝜇
𝑧 (𝛾𝑝)|𝜎𝜎𝜎⟩ = 𝛿𝜎′𝜎𝜎′𝜎𝜎′𝜎

1
√
𝑁 + 1

𝑁∑

𝑘=0
𝑈𝑘𝑝 𝑒

𝑖 2𝜋
𝑁+1

𝑘𝑥𝜇(𝜎𝜎𝜎) (4.50)

𝑈𝑘𝑝 = 1
√
𝑁 + 1

𝑁∑

𝑥=0
𝑒−𝑖

2𝜋
𝑁+1

𝑘𝑥 𝑒−𝑖𝛾𝑝𝔥(𝑁−2𝑥), (4.51)

where Fourier components𝑈𝑘𝑝 implicitly depend on the angle 𝛾𝑝, and can be
treated as a matrix with dimensions (𝑁 + 1) × 𝑃.

Through the use of Fourier decomposition, an “efficient” representation of
�̂�𝜇
𝑧 (𝛾𝑝) as a MPO becomes possible. In fact, the wave numbers 𝑘 = 0, 1,… , 𝑁

naturally emerge as “auxiliary indices” within the MPO formalism. This
enables the transformation of the operator into the form

| + ⟩N = ∑
σ

|σ⟩⋯⋯⋯
σ1 σ2 σN

⋯⋯⋯⟨σ′ | Ûx(βp) |σ⟩ =

σ′ 1 σ′ 2 σ′ N

σ1 σ2 σN

e−iβp𝕏 e−iβp𝕏 e−iβp𝕏

⟨σ′ | Ûμ
z(γp) |σ⟩ =

σ1 σ2 σN

σ′ 1 σ′ 2 σ′ N

𝕎1 𝕎2 𝕎N 𝕎jσ

k

= Ũ kp

N + 1

1
N

ei πk
N + 1 (1−ξμ

j σ)

Ûz(γ1) Ûz(γP)
Ûx(β1) Ûx(βP)

ξ1 ξNξ ξ1 ξNξ

| + ⟩N

, (4.52)

where the tensors𝕎𝑗, have the following entries

| + ⟩N = ∑
σ

|σ⟩⋯⋯⋯
σ1 σ2 σN

⋯⋯⋯⟨σ′ | Ûx(βp) |σ⟩ =

σ′ 1 σ′ 2 σ′ N

σ1 σ2 σN

e−iβp𝕏 e−iβp𝕏 e−iβp𝕏

⟨σ′ | Ûz(γp) |σ⟩ =

σ1 σ2 σN

σ′ 1 σ′ 2 σ′ N

𝕎1 𝕎2 𝕎N 𝕎jσ

k

= Ũ kp

N + 1

1
N

ei πk
N + 1 (1−ξμ

j σ) , (4.53)

The tensors𝕎𝑗 are notably diagonal in both the auxiliary indices, mean-
ing that they essentially depend on only a single auxiliary index 𝑘 and one
physical spin 𝜎𝑗, since they only depends on the Pauli matrix �̂�𝑗. As usual,
at the left (right) boundary, the tensor𝕎1 (𝕎𝑁) reduces to a row (column)
vector in the auxiliary space. In addition, it’s important to recognize that
they also implicitly rely on the angle 𝛾𝑝 and the pattern index 𝜇, even though
these dependencies aren’t explicitly shown in the notation. This formulation
captures the critical factors needed for efficient tensor manipulations while
abstracting the underlying dependencies.

Given these findings, the complete digitized quantum annealing (dQA)
time evolution can be faithfully depicted as a 2D Tensor Network, as illustrated
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in the following figure:

| + ⟩N = ∑
σ

|σ⟩⋯⋯⋯
σ1 σ2 σN

⋯⋯⋯⟨σ′ | Ûx(βp) |σ⟩ =

σ′ 1 σ′ 2 σ′ N

σ1 σ2 σN

e−iβp𝕏 e−iβp𝕏 e−iβp𝕏

⟨σ′ | Ûμ
z(γp) |σ⟩ =

σ1 σ2 σN

σ′ 1 σ′ 2 σ′ N

𝕎1 𝕎2 𝕎N 𝕎jσ

k

= Ũ kp

N + 1

1
N

ei πk
N + 1 (1−ξμ

j σ)

Ûz(γ1) Ûz(γP)
Ûx(β1) Ûx(βP)

ξ1 ξNξ ξ1 ξNξ

| + ⟩N

This network effectively models the application of successive Matrix Prod-
uct Operators (MPOs) to the initial Matrix Product State (MPS) |||𝜓0⟩, which
initially possesses a trivial structure.

This observation forms the foundation of an MPS-based algorithm for
simulating dQA classically, outlined in the following pseudo-code:

Input: the dQA parameters 𝜏, 𝑃, 𝛿𝑡 = 𝜏∕𝑃, the MPS maximum bond dimen-
sion 𝜒
1: Compute the Fourier matrix 𝑈𝑘,𝑝 (Eq. (4.51)) of dimension (𝑁 + 1) × 𝑃
2: Define the initial state |||𝜓0⟩ as an MPS of bond dimension 𝜒 = 1 and set
|||𝜓⟩ = |||𝜓0⟩

3: for (𝑝 = 1, 𝑝 ≤ 𝑃, 𝑝++) do
4: for (𝜇 = 1, 𝜇 ≤ 𝑁𝜉 , 𝜇++) do
5: apply �̂�𝜇

𝑧 (𝛾𝑝) to the current MPS |||𝜓⟩ and if needed compress the
bond dimension to 𝜒

6: end for
7: apply �̂�𝑥(𝛽𝑝) to the current MPS |||𝜓⟩
8: end for
Output: the final optimized MPS |||𝜓⟩

Algorithm 1. dQA with MPS.

A significant challenge in this approach is the rapid growth of the bond
dimension of the MPS as the number of Trotter steps 𝑃 increases. To miti-
gate this, a suitable compression strategy needs to be implemented (see
Example 4.3). This compression is crucial for maintaining computational
feasibility, as a critical input for the algorithm is the predefined maximum
bond dimension.

Let’ finally mention that the MPO structure based on the DFT strategy
offers an additional advantage: it enables the Hamiltonian itself to be ex-
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pressed as an MPO with a bond dimension of 𝜒 = 𝑁+1. This is a noteworthy
feature, as it facilitates the precise computation of the classical cost function —
specifically, the expectation value of �̂�𝑧 — for anyMPS. Consequently, while
running the algorithm, one can accurately monitor the evolution of the cost
function over time.

Example 4.3: Variational compression of a MPS

As already explained in Chapter 1 and Chapter 2, the SVD is a founda-
mental tool for performing a compression sweep over an MPS. Here
we outline another procedure which is more accurate and is based
on a variational optimisation. In practice, the compression technique
restricts the evolving system to the manifold of MPS with a predefined
maximum bond dimension 𝜒. This can be accomplished using an iter-
ative approach, as outlined in works like Refs. [Sch11; Sab+09], which
efficiently solves the optimization problem step-by-step at each lattice
site.

In practice, lets suppose we want to compress an MPS state with
bond dimension 𝐷, such that |𝜓⟩ = ∑

𝜎1,…,𝜎𝑁
𝐴𝜎1 …𝐴𝜎𝑁 |𝜎1,… , 𝜎𝑁⟩.

We basically want to find a new set of optimal tensors {�̃�𝜎𝑗 } with
bond dimension 𝜒 ≪ 𝐷, such that the compressed state will be
|�̃�⟩ = ∑

𝜎1,…,𝜎𝑁
�̃�𝜎1 … �̃�𝜎𝑁 |𝜎1,… , 𝜎𝑁⟩. This is achieved by solving the

following local variational equations

𝜕
𝜕�̃�𝜎𝑗 |||�̃�⟩ − |𝜓⟩||2 = 𝜕

𝜕�̃�𝜎𝑗
(
⟨�̃�|�̃�⟩ − ⟨�̃�|𝜓⟩

)
= 0. (4.54)

In practice, this process involves carrying out a series of localized opti-
mizations by sweeping across all the sites in the system multiple times,
denoted by the number of sweeps 𝑁𝑠𝑤𝑒𝑒𝑝𝑠. Each sweep progressively
refines the approximation, ensuring convergence to a more accurate
solution.

To optimize the tensor at position 𝑗, the bestmethod involves having
the MPS for |�̃�⟩ in its mixed canonical form relative to that specific site.
This ensures that the optimal update is simply:

Ãj

σ

α

βÃ*1 Ã*j−1 Ã*NÃ*j+1

A1 Aj−1 ANAj+1Aj

=
α

σ
β

D

χ

Ãj

σ

α

βÃ*1 Ã*j−1 Ã*NÃ*j+1

A1 Aj−1 ANAj+1Aj

=

α

σ

β

χ

𝕎1 𝕎j−1 𝕎j 𝕎j+1 𝕎N

χ

N + 1

|ψ⟩

⟨ψ̃ |

⟨ψ̃ |

|ϕ⟩

(4.55)
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Here, the contraction on the right-hand side has a computational
cost which scales as 𝑁𝐷𝜒2 +𝑁𝐷2𝜒 ∼ 𝑁𝐷2𝜒, when 𝐷 ≫ 𝜒. Notably,
unlike the compressed state |�̃�⟩, the known state |𝜓⟩ doesn’t necessarily
need to be in mixed canonical form. After computing �̃�𝜎𝑗 , the next step
depends on the direction of the sweep. If sweeping from right-to-left,
one performs a QR decomposition, while for a left-to-right sweep, an
LQ decomposition is used to move efficiently to the next lattice site at
position 𝑗 + 1 or 𝑗 − 1 respectively. This ensures that the MPS remains
in a canonical form appropriate for the chosen direction of the sweep.

As withmost iterative procedures, this method benefits from a good
initial representation of |�̃�⟩, which, in this case, is provided through
the canonical SVD compression.

Optimised compression for dQA— Whilst this strategy is generic,
when applied within the dQA algorithm the state |||𝜓⟩ is obtained by
applying a unitary evolution operator to the MPS from the previous
step, expressed as |𝜓⟩ = �̂�𝜇

𝑧 (𝛾𝑝)|𝜙⟩. We learned that, when an MPO
is applied to an MPS, the bond dimensions increase as their product,
meaning 𝐷 = (𝑁 + 1)𝜒 at regime. As a result, applying blindly the
previous scheme, the cost of computing the local optimised tensor
becomes ∼ 𝑁3𝜒3, where 𝜒 is the maximum bond dimension fixed
in the dQA algorithm. However, the compression efficiency can be
greatly improved by exploiting the particular diagonal structure of the
MPO. By explicitly writing the action of the MPOs �̂�𝑗 in Eq. (4.53) we
easily get

Ãj

σ

α

βÃ*1 Ã*j−1 Ã*NÃ*j+1

A1 Aj−1 ANAj+1Aj

=
α

σ
β

D

χ

Ãj

σ

α

βÃ*1 Ã*j−1 Ã*NÃ*j+1

A1 Aj−1 ANAj+1Aj

=

α

σ

β

χ

𝕎1 𝕎j−1 𝕎j 𝕎j+1 𝕎N

χ

N + 1

|ψ⟩

⟨ψ̃ |

⟨ψ̃ |

|ϕ⟩

(4.56)
reducing the computational cost to ∼ 𝑁2𝜒3, since we have basically
to compress 𝑁 + 1 times a tensor network which has a computational
cost ∼ 𝑁𝜒3.
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4.3.3 Quantum approximate optimization algorithm

The Quantum Approximate Optimization Algorithm (QAOA) is a variational
quantum algorithm that builds upon the digitized quantum annealing (dQA)
process by treating the parameters 𝜷 = 𝛽1,… , 𝛽𝑃 and 𝜸 = 𝛾1,… , 𝛾𝑃 as varia-
tional variables. This approach transforms dQA into a Variational Quantum
Algorithm (VQA), with QAOA playing a crucial role in modern quantum
computing research [FGG14; Cer+21].

In the context of QAOA, as in the previous sections, the goal is to minimize
a problem-specific cost function, typically encoded in a Hamiltonian �̂�𝑃, by
evolving an initial state |+⟩⊗𝑁 through a sequence of alternating unitary
operators. These unitaries correspond to the time-evolved versions of the
mixing Hamiltonian �̂�𝑥 and the problem Hamiltonian �̂�𝑧, with the evolution
parameters being the variational angles 𝜷 and 𝜸 . The alternating application
of these Hamiltonians is mathematically described as:

|||𝜓(𝜷, 𝜸)⟩ =
𝑃∏

𝑖=1
𝑒−𝑖𝛽𝑖�̂�𝑥𝑒−𝑖𝛾𝑖�̂�𝑃 |+⟩⊗𝑁 . (4.57)

The variational nature of QAOA comes from tuning the parameters 𝜷 and
𝜸 so that the expectation value of the problem Hamiltonian �̂�𝑃 in the evolved
state |||𝜓(𝜷, 𝜸)⟩ is minimized

⟨𝜓(𝜷, 𝜸)|||�̂�𝑃
|||𝜓(𝜷, 𝜸)⟩ . (4.58)

This expectation value serves as a cost function to beminimized using classical
optimization techniques. The success of the algorithm depends on finding
optimal parameters and determining their quantity, balancing exploration
and exploitation. As the number of layers 𝑃 increases, QAOA approaches
the performance of adiabatic quantum computing, but even with small 𝑃, it
provides useful approximations, making it suitable for near-term quantum
devices.

In QAOA the entanglement between qubits grows with circuit depth and
problem complexity, often requiring large bond dimensions in MPS to accu-
rately capture this entanglement [Dup+22]. This challenge highlights the
classical hardness of simulating QAOA for deeper circuits, as the entangle-
ment barrier increases. As a result, simulating QAOA on classical devices
often involves a trade-off between accuracy and computational cost.

Nevertheless, TN methods serve as an excellent classical benchmark to
evaluate the performance of quantum algorithms such as QAOA. By adjusting
the bond dimension, TN simulations can provide upper bounds on the entan-
glement that classical methods can handle. Comparing the performance of
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quantum hardware with TN benchmarks allows us to quantify the quantum
advantage. Thus, TN methods offer a practical way to calibrate the difficulty
of QAOA problems and assess quantum hardware performance in realistic
scenarios.
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Chapter 5

Open tensor network: from
thermal states to open system
dynamics

No man ever steps in the same river
twice, for it is not the same river and
he is not the same man.

Heraclitus

Until now, aside from a brief introduction to density matrices, we have
primarily discussed scenarios in which the state of a quantum system is fully
described by a single unit vector |𝜓⟩ in its Hilbert space. However, in many
real-world situations, the exact state vector |𝜓⟩ is not known. Consider, for
instance, a beam of thermal neutrons emitted from a radioactive source. In
this scenario, we do not have specific information about the energy of each
neutron. Instead, we only know the overall distribution of their energies,
which might follow a canonical distribution at a given temperature. This
exemplifies a situation where our knowledge of the system is incomplete.

In this chapter, we will consider scenarios where a single unit vector in
Hilbert space is insufficient to fully describe the system under investigation.
This situation often arises when the system is in thermal equilibrium at a
non-zero temperature or interacts with an environment about which we lack
detailed knowledge. Additionally, continuous monitoring of the system by
external probes can influence its dynamics in a non-unitary manner, neces-
sitating a more comprehensive description. There are numerous situations

115
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where a pure state description falls short; here, we will focus on a select few
that are particularly pertinent to tensor network methods and quantum com-
puting. These include thermal equilibrium states, open quantum systems
dynamics, and measurement-induced dynamics, highlighting their relevance
and application in contemporary quantum research.

5.1 Open system recap

Continuing from the introduction of this chapter, our lack of information
about the state of a quantum system is mathematically represented by the
fact that we cannot assign a unique state in the Hilbert space to our system.
Instead, we must describe it as an ensemble of states, each associated with a
certain probability:

{|||𝜓1⟩ , 𝑝1}, {|||𝜓2⟩ , 𝑝2}, … , {|||𝜓𝐷⟩ , 𝑝𝐷} (5.1)

such that 𝑝𝑘 ≥ 0 ∀𝑘 ∈ {1,… , 𝐷}, and∑𝐷
𝑘=1 𝑝𝑘 = 1 to ensure a proper probabil-

ity distribution. It is important to note that the states |𝜓𝑘⟩ are not necessarily
orthogonal to each other.

It is fundamentally impossible to describe a statistical mixture using a
single “typical” vector; instead, it can be described using either a distribution
of “typical” vectors or just a “typical” operator, commonly known as the
density operator or density matrix.

Definition 5.1: Statistical Mixture

We describe a statistical mixture, also known as a mixed state, when
instead of having a single pure state representing the system, we have
an ensemble of states with corresponding probabilities {|||𝜓𝑘⟩ , 𝑝𝑘}, such
that

∑
𝑘 𝑝𝑘 = 1. Practically, this ensemble is represented in quantum

mechanics through the density operator:

�̂� =
∑

𝑘
𝑝𝑘 |||𝜓𝑘⟩⟨𝜓𝑘||| , (5.2)

where Tr(�̂�) = 1.

According to the rules of quantum mechanics, the density operator pro-
vides the probabilities of the associated statistical mixture. Specifically, for a
pure state |||𝜓𝑘⟩ with probability 𝑝𝑘, this probability can be computed using
the density operator as 𝑝𝑘 = Tr(�̂� |||𝜓𝑘⟩⟨𝜓𝑘|||).
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In addition, consider any observable �̂�, which can be decomposed in terms
of its eigenvectors ||||𝑜𝑗

⟩
and eigenvalues 𝑜𝑗:

�̂� =
∑

𝑗
𝑜𝑗
||||𝑜𝑗
⟩⟨
𝑜𝑗
|||| . (5.3)

The probability of obtaining the outcome 𝑜𝑗 when measuring the observ-
able �̂� on the state described by the density operator �̂� is given by:

𝑝(𝑜𝑗) = Tr
(
�̂� ||||𝑜𝑗

⟩⟨
𝑜𝑗
||||
)
=
∑

𝑘
𝑝𝑘|

⟨
𝑜𝑗
||||𝜓𝑘

⟩
|2. (5.4)

This formula encapsulates how the density operator effectively captures
the statistical distribution of measurement outcomes over the ensemble of
states. The expectation value of the observable �̂�, which represents the average
measurement outcome, is then given by:

⟨�̂�⟩ =
∑

𝑗
𝑜𝑗𝑝(𝑜𝑗) = Tr

(
�̂��̂�

)
. (5.5)

To summarize, the density operator �̂� not only encodes the probabilities
of different pure states in the mixture but also allows us to calculate the prob-
abilities of measurement outcomes and the expectation values of observables
in a straightforward manner. This is crucial for understanding the behav-
ior of quantum systems where the state is not precisely known and must be
described as a mixture of several possible states [Ben+19].

Mixed system unitary evolution — When a mixed system evolve in time
according to the quantummechanics postulates (see Chapter 2), assuming the
evolution is induced then by a unitary transformation, aka the Schrodinger
equation, the time dependent statistical mixture reads

�̂�(𝑡) =
∑

𝑘
𝑝𝑘|𝜓𝑘(𝑡)⟩⟨𝜓𝑘(𝑡)|, (5.6)

where {|𝜓𝑘(𝑡)⟩} are the pure states evolving according to the Schrodinger
equation and {𝑝𝑘} are the corresponding time-independent probabilities.

To derive the von Neumann equation, which govern the time evolution of
the density operator, we start from taking the time derivative of �̂�(𝑡) as written
above:

𝜕𝑡�̂�(𝑡) =
∑

𝑘
𝑝𝑘 [(𝜕𝑡|𝜓𝑘(𝑡)⟩) ⟨𝜓𝑘(𝑡)| + |𝜓𝑘(𝑡)⟩ (𝜕𝑡⟨𝜓𝑘(𝑡)|)] , (5.7)
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then using the Schrödinger equation for the pure states we easily obtain:

𝜕𝑡�̂�(𝑡) = −𝑖
[
�̂�, �̂�(𝑡)

]
, (5.8)

where in the entire formulation we fixed ℏ = 1. This equation shows that
the time evolution of the density matrix �̂�(𝑡) is governed by the commutator
of the Hamiltonian �̂� with �̂�(𝑡). This formalism is crucial for describing the
dynamics of mixed states in quantum mechanics, allowing for a complete
representation of the statistical properties of quantum systems.

Thermal (or Canonical) ensemble — What does a typical wavefunction
of a quantum system look like at a finite temperature? In statistical mechanics,
a fundamental concept is indeed the density matrix which describes the state
of a system in thermal equilibrium. For a system with Hamiltonian �̂� at an
inverse temperature 𝛽 = 1∕𝑘𝑇, the density matrix is given by:

�̂� = 1
𝑍 exp

(
−𝛽�̂�

)
, (5.9)

where 𝑍 = Tr
{
exp

(
−𝛽�̂�

)}
is the partition function. This density matrix can be

understood in several ways. For example, it can arise from averaging over an
ensemble of pure states, from taking the long-time average of one system, or
from the quantummechanical entanglementwith a heat bath, which produces
mixed states. Regardless of the interpretation, the predictions of statistical
mechanics depend only on �̂�.

However, in general, even though, as we have seen in Chapter 2, local
Hamiltonians often admit simple MPO representations, exponentiating an
MPO is typically a challenging task. This difficulty is analogous to exponenti-
ating a matrix, which, in general, if it lacks special properties, is nontrivial.

A very trivial example of thermal state which is Hamiltonian independent,
is the infinite temperature state, i.e. 𝛽 = 0, which in fact a part from a
suitable normalisation, reduces to the identity operator

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ôj = ∑
xj,yj

|xj⟩⟨yj |
x2

Oj

y2

Ŵ + ̂V =
Ŵ1 ⋯⋯⋯Ŵ2 Ŵn

+
̂V1 ⋯⋯⋯̂V2 ̂Vn

= ̂V1

Ŵ1
̂V2

Ŵ2
̂Vn

Ŵn⋯⋯⋯

ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

ςμ1 ⊗ ςμ2 ⊗ ⋯ ⊗ ςμnϱ1 ϱ2 ϱn

μ1 μ2

⋯⋯⋯
μn

ρς*μ=ϱ

μ

α β α β

̂ρβ=0 ∝ ̂I = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

x1 x2

⋯⋯⋯
xn

y1 y2 yn

where the norm of the identity operator, for 𝑛 qubits state, is 𝑍 = Tr 𝐼 = 2𝑛.
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Example 5.1: Exact MPO for classical thermal states

Let us consider the classical ferromagnetic Ising model in one
dimension, in the presence of an external magnetic field ℎ. Here,
we assume homogeneous couplings between neighboring qubits. The
Hamiltonian reads

�̂� = −𝐽
∑

𝑗
�̂�𝑗�̂�𝑗+1 − ℎ

∑

𝑗
�̂�𝑗 ≡ �̂�𝐽 + �̂�ℎ, (5.10)

where we arbitrarily choose to work with Pauli operators in the �̂� direc-
tion, andwe split theHamiltonian into two commuting operators. Here
we consider a system with 𝑛 Spin-1∕2 (or qubits) with open boundary
conditions. We have already seen in Chapter 2 that this Hamiltonian ad-
mits an exact MPO representation. However, here we want to compute
its thermal density operator

exp
(
−𝛽�̂�

)
= exp

(
−𝛽�̂�𝐽

)
exp

(
−𝛽�̂�ℎ

)
, (5.11)

where we used the fact that [�̂�𝐽 , �̂�ℎ] = 0. The magnetic contribution
to the density operator is trivial due to the fact that each term acts
locally; in practice, we have a product operator, namely an MPO with
bond dimension 𝜒ℎ = 1.

exp(−βĤh) = ∏
j

eβh ̂Zj

More interesting is the contribution from the neighboring coupling
term, which reads (using the properties of Pauli matrices)

exp
(
−𝛽�̂�𝐽

)
=
∏

𝑗
[cosh(𝛽𝐽) + sinh(𝛽𝐽)�̂�𝑗�̂�𝑗+1]. (5.12)

In fact, we can recast this as an MPO by explicitly rewriting each term
in the product as a scalar product between two local neighboring vec-
tors, i.e.,

cosh(𝛽𝐽) + sinh(𝛽𝐽) �̂�𝑗�̂�𝑗+1 =
(
𝐼𝑗 �̂�𝑗

)
⋅ ( cosh(𝛽𝐽) 𝐼𝑗
sinh(𝛽𝐽) �̂�𝑗+1

) , (5.13)

where we formally reintroduce the local identity operator. Using this
last result into the Eq. (5.12), and collecting the terms acting on the
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same qubit, we can rewrite the exponential factor as anMPOwith bond
dimension 𝜒𝐽 = 2

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

with uniform bulk tensors

�̂�𝑗 = (cosh(𝛽𝐽) 𝐼 cosh(𝛽𝐽) �̂�
sinh(𝛽𝐽) �̂� sinh(𝛽𝐽) 𝐼 ) (5.14)

and boundary tensors

�̂�1 =
(
𝐼 �̂�

)
, �̂�𝑛 = (cosh(𝛽𝐽) 𝐼sinh(𝛽𝐽) �̂�) . (5.15)

At this point, it is straightforward to combine the two MPO repre-
sentations of the exponential factors into a single MPO representing
exp

(
−𝛽�̂�

)
with bond dimension 𝜒 = 𝜒𝐽𝜒ℎ = 2, by following the rules

of the tensor network contractions.
Let us finally conclude this example by considering the fact that,

with this representation in hand, we can easily compute the Partition
Function 𝑍 = Tr

[
exp

(
−𝛽�̂�

)]
of this model. This computation corre-

sponds to the normalization of the density operator. The connection
with thermodynamics is established by identifying the Free Energy
with the logarithm of the partition function, namelyℱ = − log𝒵

𝛽
. Specif-

ically, taking the trace of the full MPO representation of the thermal
density operator involves wrapping the physical wires locally for each
qubit, thus obtaining

𝕃1

𝕃*1

𝕃1

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

⋯⋯⋯

τ

Z =M1

M*1

x1
pϕ(x1) =

M1 Bn⋯⋯⋯B2

Bn⋯⋯⋯B2𝕃1

|ϕx1⟩ = 1
pϕ(x1)

=

pϕ(x2 |x1) = pϕx1
(x2) =

B2

B*2

x1

x2 x2

B2

𝕃2

|ϕx1x2⟩ = 1
pϕ(x2 |x1)

=

Bn⋯⋯⋯B3

Bn⋯⋯⋯B3

in terms of the 2 × 2 classical transfer matrix (for the bulk)

𝜏 = 2 (cosh(𝛽𝐽) cosh(𝛽ℎ) cosh(𝛽𝐽) sinh(𝛽ℎ)
sinh(𝛽𝐽) sinh(𝛽ℎ) sinh(𝛽𝐽) cosh(𝛽ℎ)) . (5.16)



5.1. OPEN SYSTEM RECAP 121

For instance, in the simplest scenariowhere themagnetic field vanishes
(ℎ = 0), 𝜏 simplifies to a diagonal matrix. By considering the bound-
ary vectors, we obtain the well-known result from classical statistical
mechanics:

𝑍ℎ=0 = 2𝑛 cosh(𝛽𝐽)𝑛−1. (5.17)

The general case with a finite magnetic field can be solved by diagonal-
izing the classical transfer matrix, which is left as an exercise for the
reader.

Finite temperature states — Finite temperature states for systems on a
lattice, such as registers of qubits, can be efficiently prepared by extending the
canonical Time-Evolving Block Decimation (TEBD) scheme to handle mixed
states and performing imaginary time evolution [ZV04]. This extension allows
for the simulation of thermal states by evolving the system in imaginary time,
effectively capturing the thermal properties at any desired temperature.

In fact, we can map operators, such as the density matrix �̂�, into “super-
kets” |||𝜌⟩⟩, and superoperators, acting on linear operators, into linear mappings
acting on the superkets. For instance, the commutator in the Liouville equa-
tion of motion transforms as [�̂�, ⋅]→ �̂� ⊗ 𝐼 − 𝐼 ⊗ �̂�𝑇. Notice that, all those
transformation are simply based on the vectorization of matrices.

Example 5.2: Vectorization of matrices

Vectorization of amatrix is a specific reshaping operationwhere an𝑚×𝑛
matrix is transformed into a vector of length 𝑚𝑛. In tensor network
terminology, this corresponds to bending the physical wires of an
MPO to get an MPS, resulting in:

|ρ⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

| I⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩
x1 x2

⋯⋯⋯
xny1 y2 yn

Z = ⟨⟨I |ρ⟩⟩ = ρ1 ⋯⋯⋯ρ2 ρn

⟨⟨I | Ô ⊗ ̂I |ρ⟩⟩ =
ρ1 ⋯⋯⋯ρ2 ρn

O1 ⋯⋯⋯O2 On

Similarly, the infinite temperature state, represented by the identity
matrix, can be decomposed into a tensor product of non-normalized
Bell states as follow:

|ρ⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

| I⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩
x1 x2

⋯⋯⋯
xny1 y2 yn

Z = ⟨⟨I |ρ⟩⟩ = ρ1 ⋯⋯⋯ρ2 ρn

⟨⟨I | Ô ⊗ ̂I |ρ⟩⟩ =
ρ1 ⋯⋯⋯ρ2 ρn

O1 ⋯⋯⋯O2 On
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Vectorization basically is going to costruct a Hilbert space specif-
ically for density matrices by defining an appropriate scalar product.
This procedure effectively transforms matrices into vectors in this
Hilbert space, where the density matrix �̂� is represented as |||𝜌⟩⟩. This
Hilbert space is known as the Fock-Liouville Space (FLS).

In this framework, the scalar product between two matrices, �̂�
and �̂�, is given by: ⟨⟨𝜙|𝜌⟩⟩ ≡ Tr[�̂�†�̂�]. With this setup, the Liouville
superoperator becomes an operator acting within the FLS. The primary
advantage of the Fock-Liouville Space is that it enables a convenientma-
trix representation for the evolution operator, facilitating the analysis
and simulation of dynamic processes in quantum systems.

Before we delve into the procedure for using imaginary-time TEBD on
superkets to generate finite temperature states, it is important to mention a
key aspect of MPS-based algorithms. These algorithms typically preserve the
standard ket-normalization, ⟨⟨𝜌|𝜌⟩⟩, which results in a normalization condition
at the operator level of Tr

(
�̂�2
)
. However, this may not be the desired norm to

maintain throughout the simulation.
Now let’s consider a nearest neighbor Hamiltonian �̂� and an inverse tem-

perature 𝛽. The thermal state of interest at this temperature can be constructed
by using the superket formalism and simulating the imaginary time evolution
from the completely mixed state,

𝑒−𝛽�̂� = 𝑒−𝛽�̂�∕2 𝐼 𝑒−𝛽�̂�∕2 → |𝑒−𝛽�̂�⟩⟩ = 𝑒−𝛽ℍ̂|𝐼⟩⟩ (5.18)

with ℍ̂ = (�̂� ⊗ 𝐼 + 𝐼 ⊗ �̂�𝑡)∕2.
To efficiently compute the thermal state |||𝜌⟩⟩, we can utilize the Trotter

decomposition to approximate the exponential operator 𝑒−𝛽ℍ̂ as a sequence of
operations involving only two adjacent sites. This method allows us to update
the MPS using the Time-Evolving Block Decimation (TEBD) algorithm (see
section 2.5.2).

The Trotter decomposition breaks down the exponential of a sum of oper-
ators into a product of exponentials of the individual operators. Specifically,
for a Hamiltonian ℍ̂ that can be written as a sum of terms ℍ̂1 and ℍ̂2 (where
each term acts on different pairs of adjacent sites), we can approximate the
exponential as:

𝑒−𝛽ℍ̂ ≈
(
𝑒−∆𝛽ℍ̂1𝑒−∆𝛽ℍ̂2

)𝛽∕∆𝛽
, (5.19)

where ∆𝛽 is a small imaginary time step. By iteratively applying this process,
the thermal state |||𝜌⟩⟩ is constructed through a series of local updates involving
only pairs of adjacent sites.
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An important advantage of this approach is that a single run of the sim-
ulation generates the thermal state for any intermediate value of 𝛽′ ∈ [0, 𝛽].
This is because the TEBD algorithm incrementally builds up the thermal state
from the infinite temperature state (completely mixed state) to the desired
temperature. To implement the Trotter decomposition in practice, follow
these steps (for a qubits system):

1. Initialize the System— Start with the infinite temperature state, which
is represented as an MPS with bond dimension 𝜒 = 1, each tensor
describing the normalized Bell state (|00⟩ + |11⟩)∕

√
2, so that to have a

proper normalized superket MPS.

2. Apply Local Updates — Sequentially apply the strings of local two-site
operators 𝑒−∆𝛽ℍ̂1 and 𝑒−∆𝛽ℍ̂2 to the MPS. This can be done using the
TEBD algorithm, which efficiently updates the MPS by considering one
pair of adjacent sites at a time.

3. Repeat — Iterate the above step 𝛽∕∆𝛽 times.

Let us finally remember that, due to the anomalous normalisation of a
thermal state in the superketMPS representation, namely ⟨⟨𝜌|𝜌⟩⟩ = Tr

{
�̂�2
}
= 1,

we do have to compute the partition function

|ρ⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

| I⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩
x1 x2

⋯⋯⋯
xny1 y2 yn

Z = ⟨⟨I |ρ⟩⟩ = ρ1 ⋯⋯⋯ρ2 ρn

⟨⟨I | Ô ⊗ ̂I |ρ⟩⟩ =
ρ1 ⋯⋯⋯ρ2 ρn

O1 ⋯⋯⋯O2 On

Z = Tr( ̂ρ) = ϱ1 ϱ2 ϱn⋯⋯⋯
0 0 0

(5.20)

in order to properly measure observables

⟨�̂�⟩ = 1
𝑍 Tr

{
�̂��̂�

}
= ⟨⟨𝐼| �̂� ⊗ 𝐼 |||𝜌⟩⟩

𝑍 , (5.21)

where in the MPO formalism, the expectation value reads

|ρ⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

| I⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩
x1 x2

⋯⋯⋯
xny1 y2 yn

Z = ⟨⟨I |ρ⟩⟩ = ρ1 ⋯⋯⋯ρ2 ρn

⟨⟨I | Ô ⊗ ̂I |ρ⟩⟩ =
ρ1 ⋯⋯⋯ρ2 ρn

O1 ⋯⋯⋯O2 On

Z = Tr( ̂ρ) = ϱ1 ϱ2 ϱn⋯⋯⋯
0 0 0

(5.22)

5.1.1 Tensor Network and Density Operators

In the language of Tensor Networks, any operator can, in principle, be rep-
resented as a Matrix Product Operator (MPO), provided we have sufficient
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computational resources. As discussed in Chapter 2, this applies to any op-
erator, including the density matrix. Therefore, the density matrix can be
expressed in the computational basis as an MPO:

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ôj = ∑
xj,yj

|xj⟩⟨yj |
x2

Oj

y2

Ŵ + ̂V =
Ŵ1 ⋯⋯⋯Ŵ2 Ŵn

+
̂V1 ⋯⋯⋯̂V2 ̂Vn

= ̂V1

Ŵ1
̂V2

Ŵ2
̂Vn

Ŵn⋯⋯⋯

ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

ςμ1 ⊗ ςμ2 ⊗ ⋯ ⊗ ςμnϱ1 ϱ2 ϱn

μ1 μ2

⋯⋯⋯
μn

ρς*μ=ϱ

μ

α β α β

(5.23)
which in particular, by using the normalized Pauli tensors (see Definition 5.2),
can be even rewritten in the normalized Pauli basis as

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ŵ + ̂V =
Ŵ1 ⋯⋯⋯Ŵ2 Ŵn

+
̂V1 ⋯⋯⋯̂V2 ̂Vn

= ̂V1

Ŵ1
̂V2

Ŵ2
̂Vn

Ŵn⋯⋯⋯

ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

̂ρ = ∑
μ1,…,μn

̂ςμ1 ⊗ ̂ςμ2 ⊗ ⋯ ⊗ ̂ςμnϱ1 ϱ2 ϱn

μ1 μ2

⋯⋯⋯
μn

ρς*μ=ϱ

μ

α β α β

̂ρβ=0 ∝ ̂I = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

x1 x2

⋯⋯⋯
xn

y1 y2 yn

(5.24)

where using the properties of the Pauli tensor we can pass from one represen-
tation to the other via the following identity:

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

|x1, …, xn⟩⟨y1, …, yn |

Ôj = ∑
xj,yj

|xj⟩⟨yj |
x2

Oj

y2

Ŵ + ̂V =
Ŵ1 ⋯⋯⋯Ŵ2 Ŵn

+
̂V1 ⋯⋯⋯̂V2 ̂Vn

= ̂V1

Ŵ1
̂V2

Ŵ2
̂Vn

Ŵn⋯⋯⋯

ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

̂ρ = ∑
x1,…,xn

∑
y1,…,yn

ςμ1 ⊗ ςμ2 ⊗ ⋯ ⊗ ςμnϱ1 ϱ2 ϱn

μ1 μ2

⋯⋯⋯
μn

ρς*μ=ϱ

μ

α β α β

Notice that, this change of basis induced a trivial tensor transformation
for the infinite temperature state, where indeed the local coefficient in the
Pauli basis reduce to 𝜚𝜇(𝛽 = 0) = Tr 𝜍𝜇 =

√
2𝛿𝜇0.

In addition, both representations have their advantages and disadvantages.
For example, the density matrix is a Hermitian operator, which implies that
we must enforce the condition �̂�† = �̂�; this condition results in nontrivial
constraints in the computational basis representation of the MPO. However,
when using the Pauli basis representation, due to the Hermiticity of the basis
itself, the condition simplifies to requiring only real numbers for the entries
of the tensors representing the operator.

On the contrary, when the density matrix represents a global pure state,
it reduces to a projector. Its representation in the computational basis splits
into a very convenient tensor product of two MPS (see section 2.4.2), each
representing the same state (apart from conjugation). However, when transi-
tioning to the Pauli basis representation, this tensor structure is lost due to
the local mixing of each tensor and its conjugate induced by the change of
basis described above.
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Moreover, from the very definition of a statistical mixture in Eq. (5.2),
it is clear that a density operator is non-negative, which implies that it can
be rewritten as �̂� = Φ̂Φ̂†. It turns out that the MPO representation in the
computational basis is more suitable for enforcing this condition, as we will
see in the positive tensor network approach in Section 5.3.2.

Definition 5.2: normalized Pauli Tensor

For TN computations is very useful to introduce the so called normal-
ized Pauli tensor 𝜍𝜇𝑖𝑗 which basically incorporate in one single order-3
tensor all 3 Pauli matrices plus the identity matrix, which form a com-
plete basis for single quibit operators. Basically we have in graphical
notation (for 𝜇 ∈ {0, 1, 2, 3})

𝕏 𝕏 𝕐 𝕐 ℤ ℤ

ς μ

i

j

= 1
2 { , , , }𝕏 𝕐 ℤ

μ

j

i

j

i

j

i

j

i

which satisfies the following orthogonality and completeness properties

Ô = ∑
x,y

|x⟩⟨y | = ∑
μ

̂ςμ

𝕏 𝕏 𝕐 𝕐 ℤ ℤ

ς μ

i

j

= 1
2 { , , , }𝕏 𝕐 ℤ

μ

j

i

j

i

j

i

j

i

ς νς*μ ς*ςμ νTr{ ̂ςμ ̂ςν} = = ∑
μ

̂ςμ ⊗ ̂ς*μ = =
j

i

j′ 

i′ 

j j′ 

i i′ 

x

o

y

c

μ

c

μ

oς*μ=

Notice that any operator can be decomposed in terms of the normalized
Pauli tensor; for example in the single qubit case one gets

Ô = ∑
x,y

|x⟩⟨y | = ∑
μ

̂ςμ

𝕏 𝕏 𝕐 𝕐 ℤ ℤ

ς μ

i

j

= 1
2 { , , , }𝕏 𝕐 ℤ

μ

j

i

j

i

j

i

j

i

ς νς*μ ς*ςμ νTr{ ̂ςμ ̂ςν} = = ∑
μ

̂ςμ ⊗ ̂ς*ν = =
j

i

j′ 

i′ 

j j′ 

i i′ 

x

o

y

c

μ

c

μ

oς*μ=
with the local tensors which are related by the following local transfor-
mation

Ô = ∑
x,y

|x⟩⟨y | = ∑
μ

̂ςμ

𝕏 𝕏 𝕐 𝕐 ℤ ℤ

ς μ

i

j

= 1
2 { , , , }𝕏 𝕐 ℤ

μ

j

i

j

i

j

i

j

i

ς νς*μ ς*ςμ νTr{ ̂ςμ ̂ςν} = = ∑
μ

̂ςμ ⊗ ̂ς*ν = =
j

i

j′ 

i′ 

j j′ 

i i′ 

x

o

y

c

μ

c

μ

oς*μ=
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5.2 Minimally Entangled Typical Thermal State
Here we present a class of states originally introduced by Steven R. White in
ref. [Whi09], along with the related algorithm proposed by Steven R. White
and Erwin M. Stoudenmire in ref. [SW10].

The approach is exactly been deviced to overcome the difficulty we have
riced at the end of the previous section, and again it is inspired by the generic
and very important question to describe a system at thermal equilibrium.

To make this concept more tangible, imagine we have a collection of pure
states that represent different possible configurations of our system, as is
typically the case for a mixture. Each pure state is like a snapshot of the
system at a specific moment. When we average over many such snapshots,
we get a picture of the system’s behavior at thermal equilibrium.

For instance, consider a quantum system weakly coupled to a heat bath.
As the system equilibrates with the heat bath, it reaches a state described by
the density matrix �̂�. If we then remove the heat bath, the system retains this
mixed state. From this perspective, we can think of the system’s state as an
ensemble of pure states that collectively generate �̂� = exp

(
−𝛽�̂�

)
∕𝑍.

This ensemble-of-pure-states viewpoint is particularly useful because it
aligns with how we often simulate quantum systems. For example, when
using techniques like diagonalization, the Density Matrix Renormalization
Group (DMRG), or tensor network approaches, we can generate these pure
states and efficiently compute finite temperature properties.

By proposing a set of idealized states, we argue that these states can be
considered “typical” for a system in thermal equilibrium. The algorithm we
introduce to generate these states not only helps us understand the system
better but also provides a more efficient way to determine finite temperature
properties of lattice models.

5.2.1 Classical vs Quantum Typical Sample

In quantum statisticalmechanics, “typical states” refer to a set of states {|𝜙(𝑥)⟩}
with associated unnormalized probabilities 𝑃(𝑥), from which we can sample
to represent the thermal properties of a quantum system. The requirement
for these states is that their ensemble should replicate the thermal density
matrix of the system:

∑

𝑥
𝑃(𝑥)|𝜙(𝑥)⟩⟨𝜙(𝑥)| = 𝑒−𝛽�̂� (5.25)

This ensures that the expectation value of any observable �̂� can be approxi-
mated by averaging ⟨𝜙(𝑥)|�̂�|𝜙(𝑥)⟩ over these typical states, with each state
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|𝜙(𝑥)⟩ selected according to the probability 𝑃(𝑥)∕𝑍, with 𝑍 =∑
𝑥 𝑃(𝑥). This

framework bridges classical and quantum statistical mechanics, ensuring
that the sampled states are representative of the system’s thermal properties.
Notice that the states |||𝜙(𝑥)⟩ need neither be orthogonal to each other nor
constitute a complete basis set for the Hilbert space.

For classical lattice systems, typical states are classical product states
(CPS), which are configurations like |𝑥⟩ = ∏

𝑗 |𝑥𝑗⟩, where 𝑥𝑗 denotes the
state of the 𝑗-th site. For instance, in an Isingmodel, a CPSmight be |↑↓↑↓⋯⟩,
while in a register of qubits the analogous would be |0101⋯⟩. These states
are intuitive and straightforward to generate numerically and experimentally,
providing insight into the system’s properties that might be obscured by the
full density matrix. However, in quantum lattice models (spin systems, qubits
registers, etc.), CPS do not typically represent the system’s thermal state,
especially at zero temperature, where the ground state is generally not a
CPS. This is because CPS lack the entanglement necessary to capture the
correlations present in a quantum system’s ground state or thermal state.

Energy Eigenstates — An alternative approach might consider the energy
eigenstates of the system. The energy eigenstates |𝑘⟩ and eigenvalues 𝐸𝑘
satisfy:

�̂� = 1
𝑍
∑

𝑘
𝑒−𝛽𝐸𝑘 |𝑘⟩⟨𝑘| (5.26)

Thus, the thermal density matrix can be expressed in terms of these eigen-
states. However, these eigenstates should not be considered typical states for
several reasons:

1. Equilibration and Dynamics: Schrödinger highlighted that for large
systems, especially at non-zero temperatures, the system does not equi-
librate to any single energy eigenstate. The time required for such
equilibration would be exponentially long in the number of particles 𝑁,
making it impractical and unrealistic [Sch89].

2. Sensitivity to Hamiltonian Uncertainties: The energy eigenstates are
exponentially sensitive to small changes in the Hamiltonian. Any slight
uncertainty or perturbation in the system’s parameters can drastically al-
ter these states, making them unreliable for practical use in representing
thermal properties.

3. Superposition States: In phases with broken symmetry, eigenstates often
form highly non-classical superpositions of states with different values
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of the order parameter. Such superpositions are not representative of
typical states that one would expect to find in nature or experiments.

4. Entanglement and Decoherence: Energy eigenstates tend to be highly
entangled, which is contrary to the effects of decoherence in realistic
physical systems. Decoherence tends to suppress such high entangle-
ment, leading to states that are more classically correlated.

5. Computational Intractability: From a computational perspective, obtain-
ing energy eigenstates, especially for large systems, is highly challenging.
The small energy level spacings require a full diagonalization of the
Hamiltonian, which is computationally prohibitive for all but the small-
est systems.

Constructing Typical States — To address these issues, we can construct
typical states that satisfy the thermal property requirement using a complete
orthonormal basis {|𝑥⟩}. These states are defined as:

|𝜙(𝑥)⟩ = 𝑃(𝑥)−1∕2𝑒−𝛽�̂�∕2|𝑥⟩ (5.27)

where 𝑃(𝑥) = ⟨𝑥| 𝑒−𝛽�̂� |𝑥⟩ is the unnormalized probability distribution. This
construction ensures that:

⟨�̂�⟩ = 1
𝑍 Tr

(
�̂��̂�

)
= 1
𝑍
∑

𝑥
𝑃(𝑥) ⟨𝜙(𝑥)||| �̂� |||𝜙(𝑥)⟩ (5.28)

This approach avoids the need for computing the full spectrum of energy
eigenstates, making it computationally feasible for large systems.

Minimally Entangled Typical Thermal States (METTS) are a specific type of
typical state designed to have minimal entanglement. METTS are generated
by choosing the initial set {|𝑥⟩} as CPS. This minimization of entanglement
makes METTS particularly suitable for numerical simulations using tensor
networkmethods such as theDensityMatrix RenormalizationGroup (DMRG).
In fact, they provide a series of advantages:

1. Low Entanglement: By design, METTS have low entanglement, simpli-
fying their numerical representation and manipulation.

2. Physical Realism: METTS incorporate decoherence effects naturally,
making them more realistic for physical systems where such effects are
significant.

3. SymmetryBreaking: METTS can spontaneously break symmetries, which
is important for studying systems with long-range order.
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4. Revealing Short-Range Order: Even in systems without broken symme-
tries, METTS can reveal underlying short-range order.

By leveraging the properties of METTS, we can effectively study the ther-
mal properties of quantum systems, gaining insights that are computationally
accessible and physically meaningful.

5.2.2 METTS with Tensor Network

The pure state method in ref. [SW10] involves a straightforward algorithm
for generating a series of Matrix Product States that are distributed correctly
according to the probability 𝑃(𝑥)∕𝑍. The procedure is as follows: (1) at first
select a randomCPS |𝑥⟩; (2) compute theMETTS |||𝜙(𝑥)⟩ = 𝑒−𝛽�̂�∕2 |𝑥⟩𝑃(𝑥)−1∕2,
store it, if not toomuch resource consuming, otherwise evaluate all observable
of interest and store the results; (3) Collapse to a new classical pure state |𝑦⟩
from |||𝜙(𝑥)⟩ with probability 𝑝(𝑥 → 𝑦) = | ⟨𝑦|||𝜙(𝑥)⟩ |2, and return to step (2)
for the next imaginary evolution.

Example 5.3: HowMETTS guarantees the correct distribution

Let us explore why the method presented in this section for producing
METTS guarantees the correct distribution.

Consider an initial ensemble of classical product states (CPS) |𝑥⟩
distributed according to the probability 𝑃(𝑥)∕𝑍. If we select a CPS |𝑥⟩
at random from this ensemble and then proceed with the algorithm
described previously, the probability of observing a specific CPS |𝑦⟩ at
the end of step (3) is given by

∑

𝑥

𝑃(𝑥)
𝑍 𝑝(𝑥 → 𝑦) =

∑

𝑥

𝑃(𝑥)
𝑍

|||⟨𝑦|𝜙(𝑥)⟩|||
2 . (5.29)

Substituting the definition |𝜙(𝑥)⟩ = 𝑃(𝑥)−1∕2𝑒−𝛽�̂�∕2 |𝑥⟩, we get

∑

𝑥

⟨𝑦| 𝑒−𝛽�̂�∕2 |𝑥⟩ ⟨𝑥| 𝑒−𝛽�̂�∕2 |𝑦⟩
𝑍 = 𝑃(𝑦)

𝑍 . (5.30)

Thus, the probability of observing |𝑦⟩ aligns with the desired distribu-
tion 𝑃(𝑦)∕𝑍. The consistency of the resulting ensemble of |𝑦⟩ with the
original distribution 𝑃(𝑥)∕𝑍 is ensured indeed by the detailed balance
condition: 𝑃(𝑥)𝑝(𝑥 → 𝑦) = 𝑃(𝑦)𝑝(𝑦 → 𝑥).

Thus, the ensemble of CPS distributed according to 𝑃(𝑥)∕𝑍 remains
invariant under this process (is basically a fixed point of the algorithm).
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Consequently, since each METTS |𝜙(𝑥)⟩ is deterministically generated
from a CPS |𝑥⟩ in step (2), the METTS themselves are also distribute
according to 𝑃(𝑥)∕𝑍.

Notice that the aforementioned procedure generates a Markov chain of
states. After a typical relaxation time, which may depend on the specific
choice of the CPS basis states, the states {|||𝜙(𝑥)⟩} are distributed according to
the target distribution 𝑃(𝑥)∕𝑍. Consequently, any expectation value can be
estimated by averaging over those states. In other words,

⟨�̂�⟩ = 𝔼𝑥∼𝑃(𝑥)∕𝑍
[
⟨𝜙(𝑥)||| �̂� |||𝜙(𝑥)⟩

]
, (5.31)

where 𝔼𝑥∼𝑃(𝑥)∕𝑍 is indicating the ensemble average.
We now discuss the practical implementation of these steps assuming we

are working with 𝑛-qubits register. In this scenario, a CPS state is represented
by a classical configuration of the register, namely |||𝑥1, 𝑥2,… , 𝑥𝑛⟩ with 𝑥𝑗 ∈
{0, 1}. Extension to any local base dimension is straightforward.

METTS generation — The second step of the algorithm involves gener-
ating the typical thermal state |||𝜙(𝑥)⟩ from a classical product state |𝑥⟩. In
the tensor network framework, this can be efficiently achieved using either
the Time-Evolving Block Decimation (TEBD) or the Time-Dependent Varia-
tional Principle (TDVP) for Matrix Product States (MPS) in imaginary time.
The choice of algorithm depends on the specific form of the Hamiltonian’s
interactions. We refer the reader to Chapter 2 and Chapter 3 for a detailed
explanation of the methods. Here, we will briefly review the TEBD approach
for nearest-neighbor Hamiltonians.

For instance, for short-range interacting Hamiltonians with couplings only
between neighboring sites, represented as �̂� =∑

𝑖 ℎ̂𝑖,𝑖+1, the imaginary time
evolution for a small step ∆𝛽 can be approximated by

𝑒−∆𝛽�̂� ≃ 𝑒−∆𝛽ℎ̂1,2∕2⋯ 𝑒−∆𝛽ℎ̂𝑛−1,𝑛∕2𝑒−∆𝛽ℎ̂𝑛−1,𝑛∕2⋯ 𝑒−∆𝛽ℎ̂1,2∕2, (5.32)

with a Trotter error of order ∼ (∆𝛽)3. This operator can be applied to an
MPS by performing a left-to-right sweep followed by a right-to-left sweep,
sequentially updating the local tensors and performing local Singular Value
Decomposition (SVD). This process normalizes the state locally, effectively
moving the central site of the mixed canonical form of the MPS. These sweeps
are repeated until the desired inverse temperature 𝛽∕2 is reached.
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CPS sampling of an MPS— Here we assume |||𝜙⟩ is in the right canonical
form, i.e. with the orthogonality center at the first site. We have omitted the
variable indicating the CPS state from which the METTS was generated, as it
is irrelevant for the sampling procedure.

The goal is to sample aCPS state |||𝑥1,… , 𝑥𝑛⟩with a probability𝑃𝜙(𝑥1,… , 𝑥𝑛)
≡ | ⟨𝑥1,… , 𝑥𝑛|||𝜙⟩ |2 which in general is an exponentially hard problem due to
the Hilbert space size.

To overcome this difficulty, we rewrite the full probability in terms of
conditional and marginal probabilities as

𝑃𝜙(𝑥1,… , 𝑥𝑛) = 𝑝𝜙(𝑥1)𝑝𝜙(𝑥2|𝑥1)⋯𝑝𝜙(𝑥𝑛|𝑥1,⋯ , 𝑥𝑛−1), (5.33)

where 𝑝𝜙(𝑥𝑗|𝑥1,⋯ , 𝑥𝑗−1) =
𝑝𝜙(𝑥1,⋯,𝑥𝑗)
𝑝𝜙(𝑥1,⋯,𝑥𝑗−1)

is the probability that the state ||||𝑥𝑗
⟩

occurs at position 𝑗 given that the classical configuration {𝑥1,⋯ , 𝑥𝑗−1} has
already been found at positions {1,… , 𝑗 − 1}, regardless of the outcomes
in the rest of the system (i.e., marginalizing over all possible outcomes for
the remaining qubits {𝑗 + 1,… , 𝑛}). We defined the marginal probability as
𝑝𝜙(𝑥1,… , 𝑥𝑗) =

∑
𝑥𝑗+1,…,𝑥𝑛

| ⟨𝑥1,… , 𝑥𝑛|||𝜙⟩ |2..

The key advantage here is that the chain of conditional probabilities can
be efficiently evaluated in an MPS state. To illustrate, let’s start with the
orthogonality center at the first site. The probability of the first outcome is
given by:

𝕃1

𝕃*1

𝕃1

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

⋯⋯⋯

τ

𝒵 =M1

M*1

x1
pϕ(x1) =

M1 Bn⋯⋯⋯B2

Bn⋯⋯⋯B2𝕃1

|ϕx1⟩ = 1
pϕ(x1)

=

pϕ(x2 |x1) = pϕx1
(x2) =

B2

B*2

x1

x2 x2

B2

𝕃2

|ϕx1x2⟩ = 1
pϕ(x2 |x1)

=

Bn⋯⋯⋯B3

Bn⋯⋯⋯B3

(5.34)

and we can sample 𝑥1 based on this probability. Suppose the specific outcome
𝑥1 is selected.1 The state is then updated by projecting the first qubit into this
classical configuration, resulting in a new MPS state for the remaining qubits

1For a qubit system where 𝑥1 ∈ {0, 1}, we can uniformly draw 𝑟 ∈ [0, 1]. If 𝑟 ≤ 𝑝𝜙(0), then
𝑥1 = 0; otherwise, 𝑥1 = 1.
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{2,… , 𝑛}:

𝕃1

𝕃*1

𝕃1

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

⋯⋯⋯

τ

𝒵 =M1

M*1

x1
pϕ(x1) =

M1 Bn⋯⋯⋯B2

Bn⋯⋯⋯B2𝕃1

|ϕx1⟩ = 1
pϕ(x1)

=

pϕ(x2 |x1) = pϕx1
(x2) =

B2

B*2

x1

x2 x2

B2

𝕃2

|ϕx1x2⟩ = 1
pϕ(x2 |x1)

=

Bn⋯⋯⋯B3

Bn⋯⋯⋯B3

(5.35)

with an updated left-boundary vector 𝕃𝑗 (where 𝑗 = 1 at the end of the first
step). Next, we compute the conditional probability for the second qubit given
the first:

𝕃1

𝕃*1

𝕃1

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

⋯⋯⋯

τ

𝒵 =M1

M*1

x1
pϕ(x1) =

M1 Bn⋯⋯⋯B2

Bn⋯⋯⋯B2𝕃1

|ϕx1⟩ = 1
pϕ(x1)

=

pϕ(x2 |x1) = pϕx1
(x2) =

B2

B*2

x1

x2 x2

B2

𝕃2

|ϕx1x2⟩ = 1
pϕ(x2 |x1)

=

Bn⋯⋯⋯B3

Bn⋯⋯⋯B3

(5.36)

Using this probability, we sample 𝑥2, following the same procedure as in the
first step. Upon determining a classical configuration for the second qubit,
we update the state by projecting the second qubit, yielding a new MPS for
the remaining qubits {3,… , 𝑛}:

𝕃1

𝕃*1

𝕃1

exp(−βĤh) = ∏
j

eβh ̂Zj

exp(−βĤJ) = ŵ1 ⋯⋯⋯ŵ2 ŵn ŵj = (cosh(βJ) ̂I cosh(βJ) ̂Z
sinh(βJ) ̂Z sinh(βJ) ̂I )

⋯⋯⋯

τ

𝒵 =M1

M*1

x1
pϕ(x1) =

M1 Bn⋯⋯⋯B2

Bn⋯⋯⋯B2𝕃1

|ϕx1⟩ = 1
pϕ(x1)

=

pϕ(x2 |x1) = pϕx1
(x2) =

B2

B*2

x1

x2 x2

B2

𝕃2

|ϕx1x2⟩ = 1
pϕ(x2 |x1)

=

Bn⋯⋯⋯B3

Bn⋯⋯⋯B3

(5.37)

The outlined procedure can be reformulated as an iterative algorithm
from the leftmost to the rightmost qubit of the MPS. After initializing the
boundary vector 𝕃0 = (1), at each 𝑗-th step:

1. Compute the conditional probability 𝑝𝜙(𝑥𝑗|𝑥1,… , 𝑥𝑗−1) = 𝑝𝜙𝑥1…𝑥𝑗−1 (𝑥𝑗).

2. Generate a classical local configuration accordingly.

3. Update the boundary vector: 𝕃𝑗 = 𝑝𝜙(𝑥𝑗|𝑥1,… , 𝑥𝑗−1)−1∕2𝕃𝑗−1 ⋅ 𝐵𝑥𝑗 .
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4. Repeat steps (1) to (3) until the rightmost qubit is sampled.

At the end of the algorithm, we obtain a CPS state |||𝑥1, 𝑥2,… , 𝑥𝑛⟩ with
probability | ⟨𝑥1,… , 𝑥𝑛|||𝜙⟩ |2.

Note that the outlined algorithm requires only matrix-to-vector multipli-
cations along the auxiliary space of the MPS, resulting in an overall computa-
tional complexity scaling as ∼ 𝜒2, where 𝜒 is the maximum bond dimension
of the MPS.

5.3 Lindblad dynamics
In this section, we aim to explore the most general class of Markovian trans-
formations that can be applied to density matrices. Up to this point, we have
considered two primary modes of quantum evolution: coherent evolution and
state collapse following measurement, as described by postulates of quantum
mechanics (see Chapter 2). Significant effort has been devoted to reconciling
these two forms of quantum evolution, but a definitive unification remains
elusive [Man20].

The central question we address is: What is the most general transforma-
tion that can be performed on a quantum system, and how can we describe
this transformation using a dynamical equation?

To answer this, we focus on maps that transform density matrices into
density matrices. We denote by 𝜚ℋ the space of all density matrices associated
to a Hilbert spaceℋ. We seek a map 𝒱 ∶ 𝜚ℋ → 𝜚ℋ that acts on this space
and maps it onto itself. For the map 𝒱 to ensure that its output is still a valid
density matrix, it must satisfy the following criteria:

• Trace Preservation: The map must preserve the trace, meaning for
any operator �̂� in the space of linear operators acting on the Hilbert
spaceℋ, the trace of the transformed operator should equal the trace
of the original operator, i.e. Tr

[
𝒱(�̂�)

]
= Tr

[
�̂�
]
.

• Complete Positivity: The map must be completely positive. This
condition is more nuanced and requires further discussion, as it ensures
that the map remains positive even when extended to a larger Hilbert
space.

Maps that satisfy both of these properties are referred to as completely
positive and trace-preserving maps (CPT maps). While trace preservation is
straightforward and self-evident, complete positivity involves a more detailed
definition.
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Definition 5.3: Positive Map

A positive map 𝒱 between two spaces of operators is a linear map
that preserves the positivity of operators. Formally, let ℬ(ℋ) denote
the space of bounded linear operators on a Hilbert spaceℋ. A map
𝒱 ∶ ℬ(ℋ) → ℬ(𝒦), where ℋ and 𝒦 are Hilbert spaces, is called
positive if:

𝒱(�̂�) ≥ 0 whenever �̂� ≥ 0. (5.38)

In other words, 𝒱 is positive if it maps positive semidefinite oper-
ators to positive semidefinite operators. Here, �̂� ≥ 0 denotes that �̂�
is a positive semidefinite operator, meaning that ⟨𝜓|�̂�|𝜓⟩ ≥ 0 for all
|𝜓⟩ ∈ℋ.

Definition 5.4: Completely Positive Map

Amap 𝒱 between spaces of operators is called completely positive if it
is positive and, additionally, remains positive when extended to larger
spaces. Formally, let ℬ(ℋ) and ℬ(𝒦) denote the spaces of bounded
linear operators on Hilbert spacesℋ and𝒦, respectively. A map 𝒱 ∶
ℬ(ℋ)→ ℬ(𝒦) is completely positive if for every integer𝑛 and for every
matrix {�̂�𝑖𝑗}𝑛𝑖,𝑗=1 of operators �̂�𝑖𝑗 ∈ ℬ(ℋ), the following condition
holds:

𝒱 ⊗ 𝕀ℬ(ℂ𝑛)
⎛
⎜
⎝

𝑛∑

𝑖,𝑗=1
�̂�𝑖𝑗 ⊗ |𝑖⟩⟨𝑗|

⎞
⎟
⎠
≥ 0, (5.39)

where 𝕀ℬ(ℂ𝑛) is the identity map on ℬ(ℂ𝑛), and |𝑖⟩⟨𝑗| are the standard
matrix units in ℂ𝑛. In simpler terms, 𝒱 is completely positive if it
remains positive when extended to act on a larger Hilbert space by
tensoring with the identity on a finite-dimensional space.

Lindblad equation— A widely used approach for deriving the Lindblad
master equation stems from the study of open quantum systems. In this
context, the Lindblad equation describes the dynamics of a subsystem that
is part of a larger, more complex system. For a detailed exposition of this
derivation, one can refer to standard texts such as Breuer and Petruccione’sThe
Theory of Open Quantum Systems [BP02] and Gardiner and Zoller’s Quantum
Noise [GZ00].

The scope of this book is not to give a detailed derivation of such equation
whilst explain how to integrate that equation via TN methods.
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Let’s just mention that a Lindblad master equation provides a powerful
framework for describing the dynamics of the system’s density matrix �̂�. This
equation accounts for both the unitary evolution governed by the system’s
Hamiltonian and the effects of dissipation and decoherence due to interaction
with the environment. The Lindblad master equation can be expressed as:

𝜕𝑡�̂�(𝑡) = −𝑖[�̂�, �̂�(𝑡)] +
∑

𝑖
𝛾𝑖 (�̂�𝑖�̂�(𝑡)�̂�†𝑖 −

1
2{�̂�

†
𝑖 �̂�𝑖, �̂�(𝑡)}) , (5.40)

where:

• �̂�(𝑡) is the density matrix of the system at time 𝑡.

• �̂� is the Hamiltonian, representing the coherent evolution of the system.

• �̂�𝑖 are the Lindblad operators (known also as jump operators), which
model the interaction of the system with its environment and the result-
ing dissipative effects.

• 𝛾𝑖 ≥ 0 are the damping rates, which quantify the strength of the dissipa-
tive processes.

If all the damping rates 𝛾𝑖 are zero, the Lindblad equation reduces to the
von Neumann equation (5.8). This approach simplifies the description of
the dynamics, making it easier to analyze and simulate the behavior of open
quantum systems.

5.3.1 MPO formalism

When simulating the Lindblad dynamics of a system of qubits using Matrix
ProductOperator (MPO) techniques, two distinct approaches can be employed,
each leveraging the unique structure of the quantum system’s density matrix.

The first approach parallels the method used for imaginary time evolution
in preparing thermal states. In this method, the density matrix �̂� is treated
as a “superket” |||𝜌⟩⟩, effectively doubling the Hilbert space by associating an
ancillary qubit with each physical qubit. The resulting state is then approxi-
mated as a Matrix Product State (MPS), where each local tensor encompasses
the physical and ancillary qubits in a tensor product space. This approach
is intuitive as it extends the well-established MPS formalism to mixed states
by simply reinterpreting the density matrix as a state vector in an enlarged
Hilbert space.

The second approach retains the operatorial nature of the density matrix.
Instead of converting �̂� into a state vector, it is expressed directly in the Pauli
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matrix basis as represented in Eq. (5.24). This technique leverages the natural
decomposition of quantum operators in terms of the Pauli matrices, allowing
the density matrix to be represented as a linear combination of Pauli operators.
The advantage of this approach lies in its direct connection to the operator
algebra and the potential for a more compact and efficient representation,
especially when dealing with qubits.

However, similarly to what happens in the computational basis represen-
tation, in this case as well, when treating the wave function associated with
the density matrix as an MPS, the algorithm inherently preserves the norm
square of the wave function. This preservation corresponds to maintaining
Tr
(
�̂�2
)
. To properly compute expectation values, we need to compute first the

partition function

|ρ⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩ρ1

x1 x2

⋯⋯⋯
xn

ρ2 ρn

y1 y2 yn

| I⟩⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x1y1, …, xnyn⟩
x1 x2

⋯⋯⋯
xny1 y2 yn

Z = ⟨⟨I |ρ⟩⟩ = ρ1 ⋯⋯⋯ρ2 ρn

⟨⟨I | Ô ⊗ ̂I |ρ⟩⟩ =
ρ1 ⋯⋯⋯ρ2 ρn

O1 ⋯⋯⋯O2 On

Z = Tr( ̂ρ) = ϱ1 ϱ2 ϱn⋯⋯⋯
0 0 0

(5.41)

which allows us to restore the correct normalization of the density matrix. In
this framework, due to the anomalous normalization of the density operator,
the purity of a state, which quantifies how mixed the state is, will be given
by Purity = 𝑍−2. This expression shows that the purity is inversely propor-
tional to the square of the partition function, and reflects the impact of the
normalization on assessing how close the state is to being pure.

In the following, we will provide a detailed exposition of this second
approach, elucidating how the Pauli basis expansion facilitates the integration
of Lindblad dynamics in a computationally efficient manner using the MPO
formalism. We will also compare and contrast this with the superket method,
highlighting the contexts in which each approach is most effective.

First and foremost, the integration of the Lindblad equation involves expo-
nentiating the right-hand side of Eq. (5.40). To accomplish this, and assuming
that we are evolving a density matrix over a small time step 𝑑𝑡, we apply a
Trotter decomposition to the evolution super-operator. This decomposition
separates the evolution into two distinct parts: the unitary part and the dis-
sipative part, as follows: 𝒰[⋅] = 𝒰𝑢[⋅]𝒰𝑑[⋅] where the unitary part acts as
usual

𝒰𝑢[�̂�] = 𝑒−𝑖�̂�𝑑𝑡�̂�𝑒𝑖�̂�𝑑𝑡 (5.42)

while the dissipative part can be formally written as

𝒰𝑑[�̂�] = 𝑒𝒟[�̂�]𝑑𝑡 (5.43)
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with
𝒟[�̂�] =

∑

𝑖
𝒟𝑖[�̂�] ≡

∑

𝑖
𝛾𝑖 (�̂�𝑖�̂�(𝑡)�̂�†𝑖 −

1
2{�̂�

†
𝑖 �̂�𝑖, �̂�(𝑡)}) , (5.44)

where the sum runs over the local qubits.

Unitary part — The unitary part of the evolution, for short-range inter-
acting Hamiltonians, can be integrated using the TEBD scheme, but now in
the Pauli basis representation. Specifically, given a Hamiltonian of the form
�̂� =∑

𝑖 ℎ̂𝑖,𝑖+1, the elementary brick-wall evolution operator is �̂� ≡ 𝑒−𝑖ℎ̂𝑖,𝑖+1 𝑑𝑡,
which acts on the density matrix as �̂��̂��̂�†. This induces a transformation of
the local tensors in the Pauli-basis MPO formalism of the density matrix as
follows:

ϱi ϱi+1

ℝ

ℝ

̂u†

ς

̂u

ς

ς ς=
μ μ′ 

ν ν′ 

μ μ′ 

ν ν′ 

ℝ
̂u†

ς*
̂u

ς* ς ς=
μ μ′ 

ν ν′ 

μ μ′ 

ν ν′ 

α β
μi μi+1

νi νi+1

ς

e𝔻 dt

ς*

μ

ν

𝕃

ϱiα β

=

μ

ν

𝕃

𝕃νμ = ⟨⟨ζν |e𝔻 dt |ζμ⟩⟩ =

ϱ̃iα =β

μi

μi

(5.45)

where we basically defined the Pauli-basis unitary tensor

ℝ𝜇𝜇′
𝜈𝜈′ = Tr

[
𝜁𝜈 ⊗ 𝜁𝜈′ �̂�𝜁𝜇 ⊗ 𝜁𝜇′ �̂�†

]
. (5.46)

As is customary in the TEBD algorithm, it is advantageous to apply the local
tensor ℝ when the MPO representation of the density matrix is in mixed
canonical formwith respect to one of the two sites involved in the local update.
Once in this form, the standard TEBD procedure is followed by performing
a truncated singular value decomposition (SVD). This SVD step results in a
compressed pair of new local tensors, thereby maintaining the efficiency and
accuracy of the MPO representation.

Dissipative part — Frequently, the dissipative component of the Lindblad
equation is comprised of a series of non-unitary operations applied to indi-
vidual lattice sites. When this is the case, as in Eq. (5.44), we can apply each
local exponential superoperator 𝑒𝒟𝑖[⋅]𝑑𝑡 sequentially on the local tensor 𝜚𝑖 of
the Pauli-basis MPS representation of the density matrix. This process can be
effectively implemented by considering the superket reshaping of the Pauli
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basis, allowing for the computation of the resulting tensor.

ϱi ϱi+1
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̂u†

ς

̂u

ς
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̂u†
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̂u

ς* ς ς=
μ μ′ 

ν ν′ 

μ μ′ 

ν ν′ 

α β
μi μi+1

νi νi+1

ς

e𝔻 dt

ς*

μ

ν

𝕃

ϱiα β

=

μ

ν

𝕃

𝕃νμ = ⟨⟨ζν |e𝔻 dt |ζμ⟩⟩ =

ϱ̃iα =β

μi

μi

(5.47)

where 𝔻 ≡ 𝛾𝑖
[
�̂�𝑖 ⊗ �̂�∗𝑖 −

1
2
(�̂�†𝑖 �̂�𝑖 ⊗ 𝐼 + 𝐼 ⊗ �̂�𝑡𝑖 �̂�

∗
𝑖 )
]
, and we have omitted the

subscript 𝑖 indicating the lattice site. Subsequently, we can update each local
MPS tensor by contracting its physical index with this new tensor via the
operation

∑
𝜇 𝕃𝜈𝜇𝜚

𝜇
𝛼𝛽, without altering the auxiliary bond dimension.

Example 5.4: One-Body particle loss and gain in hard-core
bosons

As an example here we consider hard-core Boson particle jumping in a
1D lattice. These are particles that basically behave as bosons, a part
from the fact that each lattice site cannot be occupied by more than one
single bosons. As a matter of fact, the unitary dynamics is governed by
anHamiltonian which can be described in terms of a fictitious spin-1∕2

�̂� = −
∑

𝑗

(
�̂�+𝑗 �̂�

−
𝑗+1 + �̂�−𝑗 �̂�

+
𝑗+1

)
, (5.48)

where the local boson density is related to a fictitious �̂�-magnetisation
via �̂�𝑗 = (1 − �̂�𝑧𝑗 )∕2.

The simple unitary part can be mapped to a non-interacting
fermionic theory and the dynamics can be analytically solved. However,
in a real scenario, each lattice sites may be imperfect, and incoherent
fluctuations in the number of particles can occur due to a one-body loss
and gain, resulting in a Markovian evolution governed by the following
Lindblad equation for the density matrix

𝜕𝑡�̂� = −𝑖[�̂�, �̂�] + 𝛾𝐿
∑

𝑗
(�̂�𝑗�̂��̂�†𝑗 −

1
2{�̂�

†
𝑗 �̂�𝑗, �̂�})

+ 𝛾𝐺
∑

𝑗
(�̂�†𝑗 �̂��̂�𝑗 −

1
2{�̂�𝑗�̂�

†
𝑗 , �̂�}) ,

(5.49)
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where 𝛾𝐿, 𝛾𝐺 > 0 set the loss and gain rates, and �̂�𝑗 = �̂�+𝑗 removes a
particles from the site 𝑗.

Notice that in the previous equation one has two incoherent terms
acting independently in each lattice site. Nonetheless, we can collect
both single-site loss and gain and compute the total local exponential
exp{𝔻𝑑𝑡} as in the main text

𝕃𝜈𝜇 =

⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 𝑒−𝛾𝑑𝑡∕2 0 0
0 0 𝑒−𝛾𝑑𝑡∕2 0

(1 − 2𝑛𝑠)(1 − 𝑒−𝛾𝑑𝑡) 0 0 𝑒−𝛾𝑑𝑡

⎞
⎟
⎟
⎟
⎠

, (5.50)

where we defined the total decay rate 𝛾 = 𝛾𝐿 + 𝛾𝐺 and the station-
ary density in the steady-state 𝑛𝑠 = 𝛾𝐺∕(𝛾𝐿 + 𝛾𝐺). In fact, since the
Lindbladian is uniform, one may expect �̂� to relax to a homogeneous
state. Indeed, it is easy to show that the stationary state is an infinite
temperature state in the sector with a fixed number of particles

�̂�∞ = 1
𝑍𝑒

𝜇∑𝑗 �̂�𝑗 =
∏

𝑗

𝑒𝜇�̂�𝑗
1 + 𝑒𝜇 , 𝜇 = log 𝛾𝐺𝛾𝐿

,

where the chemical potential is determined by the condition that the
dissipator annihilates �̂�∞, as �̂� trivially commutes with it because of
the particle number conservation.
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Collecting both the dissipative and the unitary part, ad using a time step of
𝑑𝑡∕2, we can easily implement the following second-order integration scheme
whose graphycal representation looks like (evolution is from left to right)

⋯⋯
⋯

⋯⋯⋯
⋯⋯⋯

ℝ
𝕃

𝕃

𝕃

𝕃

𝕃 𝕃

𝕃

𝕃

𝕃

𝕃

ℝ

ℝ

ℝ

ℝ ℝ

ℝ

ℝ

ℝ

ℝ

̂ϱ(t)

�̂�d(dt/2)�̂�u(dt/2)�̂�d(dt/2)�̂�u(dt/2)

̂ϱ(t + dt)

5.3.2 Locally Purified Tensor Network

As already mentioned at the beginning of this chapter, one of the condition
which is sacrificed by both the “superket” and the Pauli-MPS approach out-
lined in the previous section, is the requirement that a well defined density
operator needs to be non-negative. And in fact, a more restrictive ansatz can
be introduced which is non-negative by construction: the purification ansatz,
know also asMatrix Product Density Operator (MPDO) ansatz [VGC04;
Cue+13; Wer+16].

As a matter of fact, in quantum mechanics, it is well-established that for
any mixed state �̂�, there exists a corresponding purification. This means that
one can always find a pure state |||Φ𝑆𝐴⟩ in a larger Hilbert space, involving
an additional ancillary system, such that tracing out the ancillary degrees of
freedom yields the original mixed state of the system. Mathematically, if the
enlarged system is described by the pure state |||Φ𝑆𝐴⟩ in the combined Hilbert
spaceℋ𝑆 ⊗ℋ𝐴, then �̂� = Tr𝐴 (|||Φ𝑆𝐴⟩ ⟨Φ𝑆𝐴|||) returns the original mixed state
�̂� on the system’s Hilbert spaceℋ𝑆.
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The concept of purification is particularly powerful in the context of tensor
networks, where it underpins the construction of Matrix Product Density
Operators. The purification ansatz leverages the idea of representing the
purified state as a Matrix Product State on an extended system. Specifically,
for every physical site in the system, an ancillary site of the same dimension
is introduced, effectively doubling the physical dimension of each site.

This means that the Hilbert space of the combined system, originally of
dimension 𝑑 per site (two for qubits), is extended to 𝑑 × 𝑑 per site (four for
qubits) in the purified MPS. The enlarged site thus accommodates both the
physical and ancillary degrees of freedom, leading to an MPS representation
that efficiently encodes the purification

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

(5.51)

Here, the MPS describes the local purified state with indices 𝒙 correspond-
ing to the system’s physical sites and indices 𝒚 corresponding to the ancillary
sites. The crucial point is that by tracing out the ancillary indices, one recovers
the original MPDO representation of the mixed state, i.e.

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

(5.52)
Since it is constructed from the partial trace of a normalized state, the

resulting MPDO is a valid physical state. But it is not the most general MPO,
because the tensors describing the density matrix MPO now have a very
peculiar structure, 𝜌𝑥𝑥′�̃�𝛽 = ∑

𝑦 𝐴
𝑥𝑦
𝛼𝛽(𝐴

𝑥′𝑦
𝛼′𝛽′)

∗, with the auxiliary indices �̃� =
(𝛼, 𝛼′) and 𝛽 = (𝛽, 𝛽′) originated by the fusion of the two auxiliary spaces.
Notice that, in this representation, the normalisation of the purified state
imply the usual normalisation of the density matrix ⟨Φ𝑆𝐴|Φ𝑆𝐴⟩ = Tr(�̂�) = 1.

In practice, this positive ansatz can be utilized effectively in numerical
simulations, as will be demonstrated in the following scenarios. Before pro-
ceeding, it is important to observe that, much like the “superket” formulation
of a density operator, the purification ansatz simplifies the computation of
expectation values of local operators (or MPOs in general). Specifically, given
that the density matrix can be expressed as �̂� = Tr𝐴 (|||Φ𝑆𝐴⟩ ⟨Φ𝑆𝐴|||) , the expec-
tation value of an operator �̂� with respect to the density matrix reduces to
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the expectation value in the purified state: Tr
(
�̂��̂�

)
= ⟨Φ𝑆𝐴||| �̂�𝑆 ⊗ 𝐼𝐴 |||Φ𝑆𝐴⟩ ,

where the operator �̂�𝑆 acts non-trivially only on the system indices, while 𝐼𝐴
acts as the identity on the ancillary indices. Graphically one has:

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯
O1 ⋯⋯⋯O2 OnTr(Ô ̂ρ) =

⋯⋯⋯
⋯⋯⋯e−βĤ/2 ⊗ ̂I

| ISA⟩

Aj Aj+1

e−iĥdt

α β

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

eiĥdt

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

̂uA

xj xj+1yj yj+1

Thermal state with positive TN

The purification ansatz is very natural for thermal states. Indeed, a purifica-
tion of a Gibbs ensemble is intimately related to the METS we have seen in
Section 5.2. In this scenario, the purified state reads

|Φ(𝛽)⟩ = 1
Tr
(
𝑒−𝛽�̂�

)
∑

𝑘
𝑒−𝛽𝐸𝑘∕2 |||𝐸𝑘⟩𝑆 |||𝐸𝑘⟩𝐴 (5.53)

where the sum run over all the energy eigenstates, �̂� |||𝐸𝑘⟩ = 𝐸𝑘 |||𝐸𝑘⟩. Notice
that such state can be rewritten as (a part from the normalisation)

|Φ(𝛽)⟩ ∝ (𝑒−𝛽�̂�∕2 ⊗ 𝐼)|𝐼⟩𝑆𝐴 (5.54)

where basically the vector |𝐼⟩𝑆𝐴 is a reshaping of the identity operator (as we
already seen in the superket notation) and represents a maximally entangled
state between system and ancilla. Notice that, we have decided to operate
with the Hamiltonian on the system only, however, due to the equivalence of
system and ancilla, we may have acted on the ancilla as well by splitting the
imaginary evolution as 𝑒−𝛽�̂�∕4 ⊗ 𝑒−𝛽�̂�𝑡∕4. The procedure we have outlined
above can be graphically represented as:

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯
O1 ⋯⋯⋯O2 OnTr(Ô ̂ρ) =

⋯⋯⋯
⋯⋯⋯e−βĤ/2 ⊗ ̂I

| ISA⟩

Aj Aj+1

e−iĥdt

α β

x1 x2y1 y2

Aj Aj+1

e−iĥdt

α β

x1 x2y1 y2

eiĥdt

It is important to note that, within this Tensor Network (TN) representation,
we assume the ability to express the operator 𝑒−𝛽�̂�∕2 in Matrix Product Opera-
tor (MPO) form. However, as we are well aware, for both local and non-local
Hamiltonians, it is often more practical to obtain the action of the exponenti-
ated Hamiltonian 𝑒−𝛽�̂�∕2 through imaginary-time evolution using techniques
such as the Time-Evolving Block Decimation (TEBD) or the Time-Dependent
Variational Principle (TDVP) schemes.
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Open system dynamics with positive TN

When dealing with Lindblad dynamics, the positive TN approach can have
both advantages and disadvantages. We refer the reader to Eq. (5.40), where
the dissipative part of the lindblad generator is assumed to act locally on each
lattice site (or qubit).

When integrating the unitary part of the dynamics, the purified state
can be evolved from time 𝑡 to 𝑡 + 𝑑𝑡 using the TEBD scheme, particularly
for local Hamiltonians where �̂� =∑

𝑗 ℎ̂𝑗,𝑗+1. The update of two neighboring
tensors is depicted as follows:

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯
O1 ⋯⋯⋯O2 OnTr(Ô ̂ρ) =

⋯⋯⋯
⋯⋯⋯e−βĤ/2 ⊗ ̂I

| ISA⟩

Aj Aj+1

e−iĥdt

α β

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

eiĥdt

xj xj+1yj yj+1

In this representation, the identity operator acts trivially on the ancillary
states. As is typical in the TEBD algorithm, this operation is followed by a
singular value decomposition (SVD) to reshape the updated tensors into their
original MPS form.

It’s important to note that the unitary part of Lindblad dynamics is often
the primary contributor to entanglement spreading across the system, leading
to an unbounded growth in the auxiliary bond dimension. To mitigate this
issue, one can utilize the fact that the ancillary system can be evolved unitar-
ily according to any operator. For instance, Karrasch et al. in ref. [KBM12]
demonstrated that the entanglement growth inherent to any time-dependent
calculation can be significantly reduced if the ancillary degrees of freedom,
which purify the statistical operator, are time-evolved with the physical Hamil-
tonian but with time reversed. This approach is locally translated into the
following TN contraction:

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯
O1 ⋯⋯⋯O2 OnTr(Ô ̂ρ) =

⋯⋯⋯
⋯⋯⋯e−βĤ/2 ⊗ ̂I

| ISA⟩

Aj Aj+1

e−iĥdt

α β

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

eiĥdt

xj xj+1yj yj+1

However, this method requires the ancillary system to be a copy of the
physical one (thus having the same local physical dimensions), which may
not be applicable once a local dissipator comes into play.
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An even more effective approach, independent of the dimensions of the
ancillary system, involves exploiting the fact that the physical density matrix
is unaffected by any unitary operation performed on the ancillary system. In
graphical notation, we can apply the local time-step operator 𝑒−𝑖ℎ̂𝑑𝑡 ⊗ �̂�𝐴 as
follows:

|ΦSA⟩ = ∑
x1,…,xn

∑
y1,…,yn

|x⟩ |y⟩A1 A2 An

x1 x2

⋯⋯⋯
xny1 y2 yn

̂ρ = Tr |ΦSA⟩⟨ΦSA | = ∑
x1,…,xn

∑
x′ 1,…,x′ n

|x⟩⟨x′ |
A1 A2 An

x1 x2

⋯⋯⋯

xn

A*1 A*2 A*n⋯⋯⋯
x′ 1 x′ 2 x′ n

A1 A2 An⋯⋯⋯

A*1 A*2 A*n⋯⋯⋯
O1 ⋯⋯⋯O2 OnTr(Ô ̂ρ) =

⋯⋯⋯
⋯⋯⋯e−βĤ/2 ⊗ ̂I

| ISA⟩

Aj Aj+1

e−iĥdt

α β

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

eiĥdt

xj xj+1yj yj+1

Aj Aj+1

e−iĥdt

α β

̂uA

xj xj+1yj yj+1

Here, we seek the optimal unitary �̂�𝐴 that minimizes the bipartite en-
tanglement entropy, effectively acting as the best local disentangler for the
purified state |Φ𝑆𝐴⟩.

After implementing the coherent part of the evolution, the next step is to
apply the dissipative part, which is typically assumed to be local in space.
This means that each dissipative operator acts independently on each lat-
tice site. The dissipative operator, denoted as 𝑒𝔻𝑑𝑡, is completely positive,
allowing it to be decomposed into a set of Kraus operators {�̂�𝑞} such that
𝑒𝔻𝑑𝑡 =∑𝑘

𝑞=1 �̂�𝑞 ⊗ �̂�∗
𝑞 . The action of this dissipative operator on the density

matrix is realized through the contraction of the Kraus operators with theMPS
tensors that describe the purified state. This process is represented graphically
as follows:

Aj

A*j
e𝔻 dt

Aj

A*j
K̂*
K̂

= =
Ãj

Ã*j

Ãj

U

V†

Λ= Ãj

xj

x′ j

α β

β′ 
α′ 

xj

x′ j

α β

β′ 
α′ 

α β

β′ α′ 

x′ j

xj

α βxj

α βxj

α βxj

yj
yj

ỹjEach time a dissipator layer is locally applied, the ancillary dimension — also
known as the Kraus dimension 𝜅— of the MPS increases by a factor of 𝑘.

The dissipative action tends to mix the state progressively. For example,
the purified tensor network representation of a pure state (where the density
matrix is a projector) has a Krauss dimension 𝜅 = 1, indicating no entangle-
ment with the ancilla. However, as the dissipative part continues to act, this
mixing increases the system-ancilla entanglement, leading to a rapid growth
in the Kraus dimension 𝜅.
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To manage this growth, a dedicated compression procedure has been
proposed, as outlined in ref. [Wer+16]. This method involves performing an
SVD on the appropriately reshaped local tensor:

Aj

A*j
e𝔻 dt

Aj

A*j
K̂*
K̂

= =
Ãj

Ã*j

Ãj

U

V†

Λ= Ãj

xj

x′ j

α β

β′ 
α′ 

xj

x′ j

α β

β′ 
α′ 

α β

β′ α′ 

x′ j

xj

α βxj

α βxj

α βxj

yj
yj

ỹj

In this step, the largest singular values up to a given threshold are retained,
while the isometry 𝑉† is discarded, as it is irrelevant to the definition of the
density operator after tracing out the ancillary degrees of freedom.

5.4 Unravelling and monitored dynamics

One way of simulating Lindblad dynamics (5.40) is through a technique
known as unraveling the Lindblad equation. In this approach, the evolution
of the quantum system is described as an ensemble of individual quantum
trajectories. Each trajectory represents a possible realization of the system’s
dynamics. This method is computationally efficient for many systems since
it avoids directly solving the full Lindblad master equation for the density
matrix, which can be highly complex and resource-intensive, especially for
large systems.

In the following we present two unravelings of the Lindblad equation for
a monitored quantum dynamics.

5.4.1 Measurement protocols

Measurement in quantum mechanics is a fundamental aspect that signif-
icantly influences the state of a quantum system. The nature of quantum
measurements can be broadly categorized into two types: projective (or strong)
measurements, which are typically associated with quantum jumps, and weak
measurements.
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Quantum Jumps— Consider a quantummany-body system in one dimen-
sion, with the total Hilbert spaceℋ = ⨂

𝑗ℋ𝑗 being the tensor product of
single-particle Hilbert spacesℋ𝑗. If the system is isolated from the environ-
ment, it evolves according to the Schrödinger equation

|||𝜓(𝑡)⟩ = 𝑒−𝑖�̂�𝑡 |||𝜓(0)⟩ , (5.55)

where �̂� is the full interacting Hamiltonian of the system and |||𝜓(0)⟩ is the ini-
tial state. Assume that the unitary dynamics are sporadically disrupted by local
measurements. Each local Hilbert spaceℋ𝑗 is briefly randomly coupled to a
measurement apparatus that measures a local observable �̂�𝑗 =

∑𝐾
𝑘=1 𝑜𝑘Π

(𝑘)
𝑗 ,

where 𝑜𝑘 are the possible outcomes andΠ
(𝑘)
𝑗 are the corresponding projection

operators. These measurements occur at discrete time intervals 𝑑𝑡 with a
characteristic rate 𝛾. When a measurement occurs, the state |||𝜓⟩ is projected
according to Born’s rule

|||𝜓⟩→
Π(𝑘)
𝑗
|||𝜓⟩

√
⟨𝜓|||Π

(𝑘)
𝑗
|||𝜓⟩

, (5.56)

According to this protocol, the evolution of themany-body state |||𝜓(𝑡)⟩ depends
on the series of measurement events and their results, featuring occasional
quantum jumps that are sudden transitions in the quantum system. Notice
that the quantum state is pure during the entire evolution.

This monitored evolution can be depicted through digitized quantum
dynamics. The idea involves designing a circuit that unitarily evolves the
wave function over a time interval 𝑑𝑡. Afterwards, a measurement is carried
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out as illustrated in the circuit below

= U(dt) =

(1 − p)

0
0

1
1

× p( )

× p( )1
1

0
0{

(5.57)

following this protocol

|||𝜓𝑛⟩ =
𝑛∏

𝑘=1

⎡
⎢
⎣
ℳ

𝑁−1∏

𝑖=1
𝑈𝑖,𝑖+1(𝑑𝑡)

⎤
⎥
⎦
|||𝜓0⟩ (5.58)

whereℳ implements the projective measurement on each site.

Weak-measurements — A weak measurement is a measurement that
extracts partial information from a quantum system. The traditional way to
describe a quantum measurement, that is a von Neumann projective mea-
surements, is to write the state of the system into the eigenstates of a given
observable 𝑂, namely

|||𝜓⟩ =
∑

𝑎
𝑐𝑎 |𝑎⟩ , 𝑂 =

∑

𝑛
𝑜𝑎 |𝑎⟩⟨𝑎| . (5.59)

This measurement completely projects 𝜌 into an eigenstate |𝑎⟩ of the observ-
able with probability |||𝑐𝑎|||

2, thus extracting maximal information.
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Conversely, generalized measurements, which extract partial information,
are described in terms of POVMs, i.e. positive operator-valued measures. Con-
sider a set of operators 𝐿𝑎 such that

∑
𝑎 𝐿

†
𝑎𝐿𝑎 = 𝕀. The measurement process

is described by transforming

𝜌 ,→ 𝜌𝑓 =
𝐿𝑎𝜌𝐿†𝑎

Tr
{
𝐿𝑎𝜌𝐿†𝑎

} (5.60)

with probability 𝑃(𝑎) = Tr
{
𝐿𝑎𝜌𝐿†𝑎

}
. Let us present the following simple model

to provide a clear illustration of a weak projective measurement. Consider a
two-level ancilla, represented by the eigenstates {|+⟩ , |−⟩} of the Pauli matrix
𝜎𝑧, initially prepared in the state

|𝑎⟩ = |+⟩ + |−⟩
√
2

. (5.61)

The ancilla is coupled to the system of interest, represented by the state |||𝜓𝑡⟩.
Let both the ancilla and the system evolve over a time ∆𝑡 under the unitary
evolution operator, �̂�𝑆+𝐴(∆𝑡)

�̂�𝑆+𝐴(∆𝑡) |||𝜓𝑡⟩ |𝛼⟩ = (𝐿+ |||𝜓𝑡⟩) |+⟩ + (𝐿− |||𝜓𝑡⟩) |−⟩ (5.62)

where 𝐿± = ⟨±|�̂�𝑆+𝐴(∆𝑡)|𝑎⟩ act exclusively on the system’s Hilbert space.
Following this evolution, a projective measurement acts on the ancilla along
the 𝑧-axis, resulting in the outcome 𝑎 = ±1. As a result, the back-action of
the measurement places the system in the state

|||𝜓𝑡+∆𝑡
⟩
= 𝐿𝑎 |||𝜓𝑡⟩√

⟨𝜓𝑡|||𝐿
†
𝑎𝐿𝑎|||𝜓𝑡⟩

. (5.63)

Let us now consider the continuous limit ∆𝑡 → 0. We have to derive the
explicit form of the operators 𝐿±. If we want to measure the observable 𝑋, let
us consider the coupling between 𝒮 +𝒜 of the form

𝐻𝑆+𝐴 = 𝐻 + 𝜆𝑋𝜎𝑦 . (5.64)

We now take the limit ∆𝑡 → 0, scaling lambda in such a way that 𝛾 = 𝜆2∆𝑡 is
kept constant. Expanding the propagator 𝑈 we have

𝑈𝑆+𝐴 = 𝑒−𝑖(∆𝑡𝐻+
√
𝛾∆𝑡𝑋𝜎𝑦)

= 1 − 𝑖∆𝑡𝐻 − 𝑖
√
𝛾∆𝑡𝑋𝜎𝑦 −

1
2𝛾∆𝑡𝑂

2 + 𝑂(∆𝑡3∕2)
(5.65)
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We thus obtain for the 𝐿±

𝐿± =
1
√
2
(1 − 𝚤∆𝑡𝐻 ∓

√
𝛾∆𝑡𝑋 − 1

2𝛾∆𝑡𝑋
2) . (5.66)

In order to compute the norm, we expand

𝐿†𝑎𝐿𝑎 =
1
2 − 𝑎

√
𝛾∆𝑡𝑋 , (5.67)

while the corresponding probabilities become

𝑃(𝑎) = 1
2 − 𝑎

√
𝛾∆𝑡𝑋. (5.68)

It follows that

|||𝜓𝑡+∆𝑡
⟩
= |||𝜓𝑡⟩ − 𝑖𝐻∆𝑡 |||𝜓𝑡⟩ − 𝑎

√
𝛾∆𝑡(𝑋 − ⟨𝑋⟩) |||𝜓𝑡⟩

+ 3
2𝛾∆𝑡⟨𝑋⟩

2 |||𝜓𝑡⟩ − 𝛾∆𝑡⟨𝑋⟩𝑋 |||𝜓𝑡⟩ −
1
2𝛾∆𝑡𝑋

2 |||𝜓𝑡⟩
(5.69)

Finally, we have to put this in the form of a stochastic equation. To this aimwe
observe that the measurement outcome 𝑎 is a random variable that satisfies

𝑎 = −2
√
𝛾∆𝑡⟨𝑋⟩ , 𝑎2 = 1 . (5.70)

Let us thus introduce 𝑌𝑡 =
√
∆𝑡∑𝑡′≤𝑡 𝑎: in the limit ∆𝑡 → 0 this converges to

a continous stochastic variable such that

𝑑𝑌 = −2
√
𝛾⟨𝑋⟩𝑑𝑡 + 𝑑𝜉 , (5.71)

where 𝜉𝑡 is a real Wiener process (i.e. 𝑑𝜉 = 0 and 𝑑𝜉2 = 𝑑𝑡). Replacing
𝑎 → 𝑑𝑌∕

√
∆𝑡 and using (5.71) in the limit ∆𝑡 → 0, we recover

𝑑 |||𝜓⟩ = −𝑖𝐻𝑑𝑡 |||𝜓𝑡⟩ + (
√
𝛾(𝑋 − ⟨𝑋⟩)𝑑𝜉 − 𝛾

2(𝑋 − ⟨�̂�⟩)2𝑑𝑡) |||𝜓𝑡⟩ (5.72)
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Chapter 6

Tensor networks and
quantummagic

“But I don’t want to go among mad
people” Alice remarked.
“Oh, you can’t help that” said the Cat:
“We’re all mad here. I’m mad. You’re
mad.”

Lewis Carroll

Due to their unique characteristics and wide-ranging applications, the
Clifford group and stabilizer states play a crucial role in quantum informa-
tion theory. In quantum error correction, for instance, they form a robust
framework that enables efficient error detection and correction, enhancing the
stability and reliability of quantum computations. Recent advancements have
further expanded the importance of Clifford unitaries, leading to a variety of
applications in quantum computation and the learning of unknown quantum
states.

One of the most striking features of stabilizer states is that, despite their
potential extensive entanglement, they can be described and manipulated
using classical computational resources. This classical tractability is attributed
to the fact that operations within the Clifford group, when applied to stabilizer
states, do not increase the computational complexity beyond classical limits.

In this chapter, we present a concise theoretical introduction to the sta-
bilizer formalism and the Clifford group, focusing on the concept of magic,
which is the quantum resource associated with the use of non-Clifford gates
(or non-stabilizer states). We will then explore how a certain measure of
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magic, known as Stabilizer Rényi Entropies, can be computed for MPS states.
Finally, we will discuss some recent proposals to incorporate the stabilizer
formalism into Tensor Networks.

6.1 Introduction to Stabilizer Formalism andMagic
In this section, we introduce key concepts from the stabilizer formalism, a
framework essential for understanding quantum error correction, efficient
classical simulation of quantum systems, and the characterization of quan-
tum resources beyond classical reach. These concepts underpin modern
approaches to quantum computation and are foundamental for exploring the
structure of quantum states.

6.1.1 Pauli group and stabilizer groups

Definition 6.1: Pauli group

ThePauli group𝒫1 is the 16−elements group consisting of the following
2 × 2matrices

𝒫1 = {±𝟙,±𝑖𝟙,±�̂�,±𝑖�̂�,±�̂�,±𝑖�̂�,±�̂�,±𝑖�̂�} .

The Pauli group 𝒫𝑁 is the group obtained by taking the tensor product
of any 𝑁 elements of 𝒫1, i.e.

𝒫𝑁 = {±𝟙,±𝑖𝟙,±�̂�,±𝑖�̂�,±�̂�,±𝑖�̂�,±�̂�,±𝑖�̂�}⊗𝑁 .

Below is a list of key properties of Pauli operators. Here and in the following
subsections, we use the symbols 𝑔 (or ℎ) to represent a generic Pauli string
and highlight that these are elements of a group.

a) The elements of 𝒫𝑁 are Hermitian (𝑔† = 𝑔) or anti-Hermitian (𝑔† = −𝑔)

b) The elements of 𝒫𝑁 have eigenvalues ±1 (if Hermitian), or ±𝑖 (if anti-
Hermitian)

c) If 𝑔 ∈ 𝒫𝑁 , then 𝑔2 = 𝟙 (if 𝑔 is Hermitian) or 𝑔2 = −𝟙 (if 𝑔 is anti-Hermitian)

d) The elements of 𝒫𝑁 are unitary

e) If 𝑔, ℎ ∈ 𝒫𝑁 , then either they commute [𝑔, ℎ] = 0 or they anti-commute
{𝑔, ℎ} = 0

f) With the exception of ±𝟙, ±𝑖𝟙, the elements of 𝒫𝑁 are traceless
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Definition 6.2: Stabilizers

We define stabilizer group any subgroup of 𝒫𝑁 that does not contain
the element −𝟙. Given a stabilizer group 𝒮, we define 𝑉𝒮 as the set of
𝑁−qubits states |||𝜓⟩ such that 𝑔 |||𝜓⟩ = |||𝜓⟩ ,∀𝑔 ∈ 𝒮 and ∀ |||𝜓⟩ ∈ 𝑉𝒮. 𝑉𝒮
is by construction a subspace. It is called stabilizer subspace. If it is
one-dimensional, it defines a single state called stabilizer state.

Notice that in order to have a non trivial subspace 𝑉𝒮 it is necessary to
have −𝟙 ∉ 𝒮. Indeed otherwise we would have: (−𝟙) |||𝜓⟩ = |||𝜓⟩ ,∀ |||𝜓⟩ ∈ 𝑉𝒮,
which implies 𝑉𝒮 = {0}. Moreover, it is important to notice that any stabilizer
group is an abelian group. Indeed, let us suppose that ∃𝑔, ℎ ∈ 𝒮 such that
[𝑔, ℎ] ≠ 0. Because of the observation 𝑒), we have {𝑔, ℎ} = 0 ⇒ 𝑔ℎ = −ℎ𝑔.
Now, since 𝑔ℎ ∈ 𝒫𝑁 , it can be either (𝑔ℎ)2 = 𝟙 or (𝑔ℎ)2 = −𝟙. In the second
case, we can conclude since we break the initial hyphotesis. In the first case,
we have (𝑔ℎ)(ℎ𝑔) = −(𝑔ℎ)(𝑔ℎ) = −(𝑔ℎ)2 = −𝟙, and therefore we find again
the absurd.

Thus, we conclude stabilizers are abelian groups of the Pauli group, where
all elements are Hermitian and square to the identity. Therefore, any stabilizer
group 𝒮 is generated by an independent set of 𝑘 (commuting) elements of the
Pauli group 𝑔1,… , 𝑔𝑘 ∈ 𝒫𝑁 , meaning that

𝒮 =
{ 𝑘∏

𝑗=1

(
𝑔𝑗
)𝑛𝑗 , 𝑛𝑗 ∈ {0, 1}

}
= ⟨𝑔1, … , 𝑔𝑘⟩

The size of 𝒮 is therefore |𝒮| = 2𝑘.

Definition 6.3: Stabilizer projector

Given a stabilizer group 𝒮, we define the operator

𝑃𝒮 =
1
|𝒮|

∑

𝑔∈𝒮
𝑔 .

It can be easily proven that 𝑃𝒮 is nothing but the orthogonal projection
on 𝑉𝒮. In fact, given 𝑔 ∈ 𝒮, 𝑃𝑔 = (𝟙 + 𝑔)∕2 is the orthogonal projector
on its eigenspace with eigenvalue +1. The projector on 𝒮 is therefore

𝑃𝒮 =
∏

𝑔∈{𝑔1,…,𝑔𝑘}
𝑃𝑔 =

1
2𝑘

∑

{𝑛}

𝑘∏

𝑗=1

(
𝑔𝑗
)𝑛𝑗 = 1

|𝒮|
∑

𝑔∈𝒮
𝑔 .
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Let |||𝜓⟩ be a stabilizer state. Its density matrix operator 𝜌 = |||𝜓⟩ ⟨𝜓||| is the
orthogonal projection on |||𝜓⟩. Thus

�̂� = 𝑃𝒮 =
1
|𝒮|

∑

𝑔∈𝒮
𝑔 . (6.1)

Lemma 6.1: Dimension of the stabilizer group

The dimension of the stabilizer subspace 𝑉𝒮 of a stabilizer group gen-
erated by 𝑘 elements of 𝒫𝑁 is 2𝑁−𝑘. Indeed, since 𝑃𝒮 is an orthog-
onal projection its eigenvalues are 0 or 1 and its trace is equal to
the number of 1 eigenvalues, i.e. to the dimension of 𝑉𝒮. We have
Tr[𝑃𝒮] = 2−𝑘∑𝑔∈𝒮 Tr[𝑔] and, since Tr[𝑔] is non zero only if 𝑔 = 𝟙,
Tr[𝑃𝒮] = 2−𝑘2𝑁 .

From this lemma, we conclude that the stabilizer group of an 𝑁-qubit
stabilizer state is generated by exactly𝑁 mutually commuting Pauli operators.
The next question is whether stabilizer states span the entire 𝑁-qubit Hilbert
space. The answer is no. In fact, since 𝒫𝑁 has finite cardinality, the number
of 𝑁 mutually commuting Pauli operators is also finite. For instance, the
stabilizer states for 𝑁 = 1 are just six, namely

|0⟩ , |1⟩ , |0⟩ + |1⟩
√
2

, |0⟩ − |1⟩
√
2

, |0⟩ + 𝑖 |1⟩
√
2

, |0⟩ − 𝑖 |1⟩
√
2

.

In general, it can be shown that the cardinality of the set of pure stabilizer
states is |Stab| = 2𝑁∏𝑁−1

𝑘=0
(
2𝑁−𝑘 + 1).

6.1.2 The Clifford group

Definition 6.4: Clifford group

The Clifford group 𝒞𝑁 is the group of 𝑁−qubits unitaries that map
elements of the Pauli group into elements of the Pauli group

𝒞𝑁 = {𝑈 ∈ 𝒰2𝑁×2𝑁 s.t. 𝑈𝒫𝑁𝑈† = 𝒫𝑁} .
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It can be shown that the Hadamard gate 𝐻, the phase gate 𝑆 and the
CNOT,1 i.e.

(1 0
0 1) = 𝕏(0 1

1 0) = 𝕐(0 −i
i 0 ) = ℤ(1 0

0 −1) =

X̂ = ∑
i,j

| i⟩⟨j | = |0⟩⟨1 | + |1⟩⟨0 |𝕏
i

j

̂Y = ∑
i,j

| i⟩⟨j | = − i |0⟩⟨1 | + i |1⟩⟨0 |𝕐
i

j

̂Z = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | − |1⟩⟨1 |ℤ
i

j

ℍ1
2 (1 1

1 −1) = 𝕊(1 0
0 eiπ/2) = 𝕋(1 0

0 eiπ/4) =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

=
(6.2)

generate the entire Clifford group 𝒞𝑁 . Nevertheless, another gate is necessary
to construct an universal set of gates, i.e. to span all the 𝑁−qubits unitaries.
This is usually chosen to be

(1 0
0 1) = 𝕏(0 1

1 0) = 𝕐(0 −i
i 0 ) = ℤ(1 0

0 −1) =

X̂ = ∑
i,j

| i⟩⟨j | = |0⟩⟨1 | + |1⟩⟨0 |𝕏
i

j

̂Y = ∑
i,j

| i⟩⟨j | = − i |0⟩⟨1 | + i |1⟩⟨0 |𝕐
i

j

̂Z = ∑
i,j

| i⟩⟨j | = |0⟩⟨0 | − |1⟩⟨1 |ℤ
i

j

ℍ1
2 (1 1

1 −1) = 𝕊(1 0
0 eiπ/2) = 𝕋(1 0

0 eiπ/4) = (6.3)

which is non Clifford, since for instance 𝑇�̂�𝑇† = 1
√
2

(
�̂� + �̂�).

Importantly, the uniform distribution on the Clifford group is a 3−design,
meaning that the average of any third order polynomial over 𝒞𝑁 equals the
average over the entire unitary group 𝑈𝑁 . Consequently, Clifford group can
be used for the simulation of random unitary circuits, allowing the extraction
of information up to the third order moments.

The following result gives a connection between the Clifford group and
the set of stabilizer states.

Lemma 6.2: Preparation of Stabilizer states

A state |||𝜓⟩ is a stabilizer if and only if it is equal to 𝐶 |0⟩
⊗𝑁 , for some

𝐶 ∈ 𝒞𝑁 . The second implication is very easy to show. Indeed, |0⟩
⊗𝑁 is

clearly a stabilizer state having as generators

𝑔1 = �̂� ⊗ 𝟙⊗ …⊗ 𝟙
𝑔2 = 𝟙⊗ �̂� ⊗ …⊗ 𝟙

…
𝑔𝑁 = 𝟙⊗ 𝟙⊗ …⊗ �̂� .

Since the group 𝐶 ⟨𝑔1, 𝑔2… 𝑔𝑁⟩𝐶† stabilizes |||𝜓⟩ = 𝐶 |0⟩⊗𝑁 , we con-
clude that |||𝜓⟩ is a stabilizer. The converse can also be shown easily.

1CNOT can be replaced with controlled �̂�.
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Consider now any stabilizer subspace 𝑉𝒮 and an unitary operator𝑈 ∈ 𝒞𝑁 .
The action of 𝑈 maps 𝑉𝒮 to 𝑈𝑉𝒮. It is not difficult to realize that 𝑈𝑉𝒮 is
the stabilizer subspace for the group 𝑈𝒮𝑈†. Indeed, ∀𝑔′ = 𝑈𝑔𝑈†, ∀ |||𝜓′

⟩
=

𝑈 |||𝜓⟩ ∈ 𝑈𝑉𝒮 we have 𝑔′ |||𝜓′
⟩
= 𝑔′𝑈 |||𝜓⟩ = 𝑈𝑔𝑈†𝑈 |||𝜓⟩ = 𝑈𝑔 |||𝜓⟩ = 𝑈 |||𝜓⟩ =|||𝜓′

⟩
. This means that we can keep track of the action of any Clifford unitary

simply by applying it to the generator set of 𝒮.

6.1.3 The tableau representation

A simple but useful mapping exists between elements of 𝒫1 and the binary
vector space (ℤ2)2. The mapping is given by the following tableau

⎧
⎪
⎨
⎪
⎩

𝑟(𝟙) =
(
0 | 0

)

𝑟(�̂�) =
(
1 | 0

)

𝑟(�̂�) =
(
1 | 1

)

𝑟(�̂�) =
(
0 | 1

)

and neglects the overall phases ±1 or ±𝑖 (thus, 𝑟(−𝑖�̂�) = 𝑟(�̂�)). It is not
difficult to show that 𝑟(𝑔ℎ) = 𝑟(𝑔)⊕𝑟(ℎ),⊕ denoting the summodulo 2. The
binary representation can be easily generalized to 𝒫𝑁 . Indeed, if we split 𝑟𝑟𝑟(𝑔)
as (𝑟𝑟𝑟(1)(𝑔) |𝑟𝑟𝑟(2)(𝑔)), where 𝑟𝑟𝑟(1) and 𝑟𝑟𝑟(2) are vectors of length 𝑁, we can assign
the value 1 to the 𝑗th component of 𝑟𝑟𝑟(1)(𝑔) (𝑗 = 1, 2… 𝑁) iff the 𝑗th Pauli
matrix in 𝑔 is �̂� or �̂�, and the value 1 to the 𝑗th component of 𝑟𝑟𝑟(2)(𝑔) iff the
𝑗th Pauli matrix in 𝑔 is �̂� or �̂�. Furthermore, if we define the matrix

Λ𝑁 = (0𝑁×𝑁 𝟙𝑁×𝑁
𝟙𝑁×𝑁 0𝑁×𝑁

)

of dimension 2𝑁 × 2𝑁, we can realize that the symplectic inner product of
two binary vectors evaluates whether the matrices commute or anticommute

(
𝑟𝑟𝑟(𝑔)

)𝑇
Λ𝑁𝑟𝑟𝑟(ℎ) = {

0 if 𝑔, ℎ commute
1 if 𝑔, ℎ anticommute

.
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Definition 6.5: Generator matrix

Given a stabilizer state, fully specified by 𝒮 = ⟨𝑔1, 𝑔2… 𝑔𝑁⟩, its generator
matrix is the 𝑁 × 2𝑁 matrix

𝐺 =
⎛
⎜
⎜
⎝

𝑟𝑟𝑟(𝑔1)
𝑟𝑟𝑟(𝑔2)
…

𝑟𝑟𝑟(𝑔𝑁)

⎞
⎟
⎟
⎠

.

This matrix only specifies the generators up to an overall phase.

Notice that the stabilizer generators must be independent, meaning that
no product of them can produce 𝟙. Since 𝑟𝑟𝑟(𝑔𝑖𝑔𝑗) = 𝑟𝑟𝑟(𝑔𝑖)⊕𝑟𝑟𝑟(𝑔𝑗), no rows of
𝐺 can sum to zero and therefore 𝐺 must have full rank over the finite field ℤ2.
Furthermore, since generators must commute they must satisfy 𝐺𝑇Λ𝑁𝐺 = 0.

Let us notice that the Hadamard gate𝐻 and the phase gate 𝑆 act as follows
on the Pauli matrices

⎧

⎨
⎩

𝐻�̂�𝐻† = �̂�
𝐻�̂�𝐻† = −�̂�
𝐻�̂�𝐻† = �̂�

⎧

⎨
⎩

𝑆�̂�𝑆† = �̂�
𝑆�̂�𝑆† = −�̂�
𝑆�̂�𝑆† = �̂�

In other words, 𝐻 interchanges �̂� and �̂�, giving �̂� a phase, and 𝑆 inter-
changes �̂� and �̂�, possibly adding a phase, and leaves �̂� unchanged. In the
tableau representation, this means:

( … 𝑟(1)𝑗 …
|||||||
… 𝑟(2)𝑗 … )

𝐻𝑗←→ ( … 𝑟(2)𝑗 …
|||||||
… 𝑟(1)𝑗 … )

( … 𝑟(1)𝑗 …
|||||||
… 𝑟(2)𝑗 … )

𝑆𝑗←→ ( … 𝑟(1)𝑗 …
|||||||
…
(
𝑟(1)𝑗 ⊕ 𝑟(2)𝑗

)
… ) .

Regarding the CNOT gate, we have ( CNOT = CNOT †)

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

CNOT (𝟙⊗ 𝟙) CNOT = 𝟙⊗ 𝟙
CNOT (𝟙⊗ �̂�) CNOT = 𝟙⊗ �̂�
CNOT (𝟙⊗ �̂�) CNOT = �̂� ⊗ �̂�
CNOT (𝟙⊗ �̂�) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ 𝟙) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = �̂� ⊗ 𝟙
CNOT (�̂� ⊗ �̂�) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = −�̂� ⊗ �̂�

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

CNOT (�̂� ⊗ 𝟙) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = �̂� ⊗ 𝟙
CNOT (�̂� ⊗ �̂�) CNOT = −�̂� ⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ 𝟙) CNOT = �̂� ⊗ 𝟙
CNOT (�̂� ⊗ �̂�) CNOT = �̂� ⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = 𝟙⊗ �̂�
CNOT (�̂� ⊗ �̂�) CNOT = 𝟙⊗ �̂�
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This table can be summarized in following update rule for a CNOT where
the qubit 𝑘 control the target qubit 𝑗 (𝑗, 𝑘 ∈ {1, 2,…𝑁})

( … 𝑟(1)𝑗 ⊕𝑟(1)𝑘 … 𝑟(1)𝑘 …
|||||||
… 𝑟(2)𝑗 …𝑟(2)𝑘 ⊕𝑟(2)𝑗 … )

CNOT𝑘𝑗
←,,,,→ ( … 𝑟(1)𝑗 … 𝑟(1)𝑘 …

|||||||
… 𝑟(2)𝑗 …𝑟(2)𝑘 … ) .

As a simple example, let us consider a system with 𝑁 = 2 qubits. The initial
state is |00⟩, which has {𝟙1�̂�2, �̂�1𝟙2} as stabilizer generators. The stabilizer
matrix is therefore

𝐺 = ( 0 0 1 0
0 0 0 1 ) .

If we apply the gate𝐻 on the first qubit we can update the matrix 𝐺 as follows

𝐺′ = ( 1 0 0 0
0 0 0 1 ) .

Then, we apply a CNOT, that gives

𝐺′′ = ( 1 1 0 0
0 0 1 1 ) .

Indeed, we have

CNOT12
(
𝐻1 |00⟩

)
= CNOT12

|00⟩ + |10⟩
√
2

= |00⟩ + |11⟩
√
2

and the final state has {�̂�1�̂�2, �̂�1�̂�2} as stabilizer generators, which are exactly
the operators encoded in the tableau 𝐺′′.

Other simple rules can be found to keep track of the overall sign ±1 and to
update the generator matrix after a Pauli measurements. These observations
lead to the following important Theorem [NC10].

Theorem 6.1: Gottesman-Knill

Suppose we perform a quantum computation which involves only state
preparations in the computational basis, Hadamard gates 𝐻, phase
gates 𝑆, CNOT gates, Pauli gates and measurements of observables
in the Pauli group, together with the possibility of classical control
conditioned on the outcome of such measurements. Such a compu-
tation may be efficiently simulated on a classical computer, meaning
that there exists an Algorithm to do this classically in a polynomial
time, specifically at cost 𝒪(𝑁2𝑀) operations, where 𝑁 is the number
of qubits and𝑀 the number of operations.
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6.1.4 Entanglement

Let us suppose to have a pure stabilizer state 𝜌 = |||𝜓⟩ ⟨𝜓||| =
1
2𝑁
∑

𝑔∈𝒮 𝑔. We
aim to assess the entanglement entropy 𝑆𝐴∕𝐵 associated to the partitioning of
the system into a subsystem 𝐴 consisting of 𝑁𝐴 qubits and a complementary
subsystem 𝐵 containing 𝑁𝐵 = 𝑁 − 𝑁𝐴 qubits. We start by computing the
reduced density matrix 𝜌𝐴 = Tr𝐵[𝜌]:

�̂�𝐴 =
1
2𝑁

∑

𝑔∈𝒮
Tr𝐵[𝑔] .

Only some elements 𝑔 of the group 𝒮 give a non vanishing contribution,
namely the Pauli strings that can be written as 𝑔 = 𝑔𝐴 ⊗ 𝟙𝐵. Notice that this
subset 𝒮𝐴 is also a stabilizer group, since (𝑔𝐴 ⊗ 𝟙𝐵)(𝑔′𝐴 ⊗ 𝟙𝐵) = (𝑔𝐴𝑔′𝐴)⊗ 𝟙𝐵.
Let us denote 𝑘𝐴 the number of independent generators of 𝒮𝐴. Now we have

�̂�𝐴 =
1
2𝑁 2

𝑁𝐵
∑

𝑔∈𝒮𝐴
𝑔 = 1

2𝑁𝐴
2𝑘𝐴 1

2𝑘𝐴
∑

𝑔∈𝒮𝐴
𝑔 .

The last part of the expression is the projector on the stabilizer subspace of
𝒮𝐴, thus

�̂�𝐴 =
1

2𝑁𝐴−𝑘𝐴
𝑃𝒮𝐴 . (6.4)

Now, since eigenvalues of 𝑃𝒮𝐴 are only 1 (with degeneracy 2
𝑁𝐴−𝑘𝐴) and 0 (with

degeneracy 2𝑁𝐴 − 2𝑁𝐴−𝑘𝐴), we get

𝑆𝐴∕𝐵 = −2𝑁𝐴−𝑘𝐴 1
2𝑁𝐴−𝑘𝐴

log 1
2𝑁𝐴−𝑘𝐴

= (𝑁𝐴 − 𝑘𝐴) log 2 .

How to compute 𝑘𝐴 in practice given the generator matrix 𝐺 of |||𝜓⟩? It is not
difficult to show that 𝑘𝐴 is simply the rank of the matrix obtained by setting to
0 all the entries of 𝐺 corresponding to the subsystem 𝐵. Indeed, this operation
corresponds to projecting the original generators on the space of operators
having the form 𝑔𝐴 ⊗ 𝟙𝐵.

6.1.5 Nonstabilizerness as a quantum resource

As we saw, a quantum computation involving only stabilizer states (or equiva-
lently, Clifford circuits and measurements in the computational basis) can be
simulated classically. Therefore, one has to consider nonstabilizer protocols
to reach a true quantum advantage. In this sense, the “nonstabilizerness” can
be considered as a key “resource” of the quantum world, making it more pow-
erful of the classical one. This intuitive picture can be made mathematically
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rigorous by exploiting the meta-theory of quantum resources. In this frame-
work, one usually introduce a set of “free-operations” that by construction
do not generate resource. In the case of entanglement these are the Local
Operations and classical Communication (see Definition 2.5). In the case of
the nonstabilizerness, also dubbed quantum magic, they are the following
stabilizer operations:2

• Clifford unitaries, i.e. �̂� → �̂��̂��̂�†, with �̂� ∈ 𝒞𝑁
• Composition with stabilizer states, i.e. �̂� → �̂� ⊗ �̂�𝑆, where �̂�𝑆 is a
stabilizer state

• Measurements in the computational basis, i.e. �̂� → ∑
𝑘 �̂�𝑘�̂��̂�𝑘, where

�̂�𝑘 are the projectors on the computational basis (
∑

𝑘 �̂�𝑘 = 𝟙)

• Discarding some qubits, i.e. �̂� → Tr𝐴[�̂�], where 𝐴 is any subsystem

• The above operations conditioned on the outcomes of a measurement

The goal is typically to quantify the resources stored in a state �̂� using a
measure ℳ(�̂�), often referred to as a monotone. This measure must not
increase under arbitrary free operations. Specifically,ℳ is considered amagic
monotone if and only if it satisfies the conditionℳ

(
ℰ(�̂�)

)
≤ ℳ

(
�̂�
)
for any

quantum channel ℰ composed of the stabilizer operations listed above. If a
monotoneℳ can be identified and calculated, it can be used to distinguish
between states that can or cannot be prepared from an initial state using free
operations. The resource needed to prepare a state can be injected in the
initial state, for instance having access to many copies of themagic state

|𝑇⟩ = 1
√
2

(
|0⟩ + 𝑒𝑖

𝜋
4 |1⟩

)
.

Examples of known genuine magic monotones are the following.

1. The robustness of magic [HC17; HG19], defined as

𝑅(𝜌) = min
{ |Stab|∑

𝛼=1
|𝑥𝑘| s.t. �̂� =

∑

𝛼
𝑥𝛼�̂�

(𝛼)
𝒮
}
, (6.5)

where 𝜌(𝛼)𝒮 = ||||𝜓
(𝛼)⟩ ⟨𝜓(𝛼)||||, 𝛼 = 1, 2… |Stab|, are all the pure stabilizer

states over 𝑁 qubits.
2Sometimes an additional condition, known as strong monotonicity, is also imposed. It

can be expressed as
∑

𝑘 𝑝𝑘ℳ(�̂�𝑘�̂��̂�𝑘) ≤ ℳ(�̂�) and it ensures thatℳ does not increase, on
average, when the experimenter has the ability to post-select multiple outcomes of a quantum
measurement.
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2. The min-relative entropy of magic [Vei+14], which for pure states reads

𝐷(|||𝜓⟩) = − log (max𝛼|
⟨
𝜓(𝛼)|𝜓

⟩
|2) , (6.6)

with the same notation as above.

However, both these quantity are very difficult to handle in practice, both in
experiments and in numerical simulations, since their evaluation requires an
optimization over an exponentially large space.

6.1.6 Stabilizer Rényi Entropies

In this Section, we will introduce the Stabilizer Rényi Entropies [LOH22],
a simpler way of measuring the quantum magic. First, we introduce the
projective Pauli group.

Definition 6.6: Projective Pauli group

The projective Pauli group is the standard Pauli group 𝒫𝑁 modulo
global phases, i.e. �̃�𝑁 = {𝟙, �̂�, �̂�, �̂�}⊗𝑁 .

From now on, we will indicate as �̂�𝜎𝜎 a generic Pauli string belonging to �̃�𝑁 .

Definition 6.7: Stabilizer Rényi Entropies

Given a 𝑁−qubits state |||𝜓⟩ and a Rényi index 𝑛 > 0, we define the
Stabilizer Rényi Entropy (SRE) as

𝑀𝑛(|||𝜓⟩) =
1

1 − 𝑛 log (
∑

�̂�𝜎𝜎∈�̃�𝑁

1
2𝑁 ⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩

2𝑛 ) . (6.7)

To understand the relation with usual Rényi entropies, it is useful to
introduce the density matrix �̂� = |||𝜓⟩ ⟨𝜓||| and the function Π𝜌(�̂�𝜎𝜎) =
1
2𝑁
(Tr[�̂��̂�𝜎𝜎])2. Let us observe that

∑

�̂�𝜎𝜎
Π𝜌(�̂�𝜎𝜎) =

1
2𝑁

∑

�̂�𝜎𝜎
Tr[�̂��̂�𝜎𝜎] ⋅ Tr[�̂��̂�𝜎𝜎] =

= Tr
[
�̂� ⋅ 1

2𝑁
∑

�̂�𝜎𝜎
Tr[𝜌�̂�𝜎𝜎]�̂�𝜎𝜎

]
= Tr

[
�̂�2
]
= 1 .

We used the decomposition of the matrix 𝜌 in terms of { �̂�𝜎𝜎
√
2𝑁
}�̂�𝜎𝜎∈�̃�𝑁 ,

which is a complete base set for the Hermitian matrices of size 2𝑁 . We



162 CHAPTER 6. TENSOR NETWORKS AND QUANTUMMAGIC

also use the fact that for pure states Tr
[
�̂�2
]
= 1. Thus, we can consider

Π𝜌(�̂�𝜎𝜎) as a probability distribution. We have

𝑀𝑛(|||𝜓⟩) =
1

1 − 𝑛 log (
∑

�̂�𝜎𝜎

(
Π𝜌(�̂�𝜎𝜎)

)𝑛
) −𝑁 log 2 , (6.8)

that shows that𝑀𝑛(|||𝜓⟩) is the 𝑛-Rényi entropy of Π𝜌(�̂�𝜎𝜎), apart from a
constant. Notice that, to extend the definition of𝑀𝑛 to arbitrary density
matrices 𝜌, we have to normalize with the purity, i.e.

Π𝜌(𝑔) =
1
2𝑁

(Tr[𝜌�̂�𝜎𝜎])2
Tr[𝜌2]

. (6.9)

a) 𝑀𝑛(|||𝜓⟩) = 0 for stabilizer states. Indeed, it is easy to show that ⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩ =
+1 if �̂�𝜎𝜎 belongs to the stabilizer group 𝒮 of |||𝜓⟩, ⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩ = −1 if −�̂�𝜎𝜎 ∈
𝒮, and ⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩ = 0 in all other cases. Consequently, if |||𝜓⟩ is a stabi-
lizer state, ⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩

2𝑛 = 1 for 2𝑁 strings, while it is 0 for the others, and∑
�̂�𝜎𝜎

1
2𝑁
⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩

2𝑛 = 1.

b) In general,𝑀𝑛(|||𝜓⟩) = 0 iff |||𝜓⟩ is a stabilizer and𝑀𝑛(|||𝜓⟩) > 0 otherwise.

c) The SRE are invariant under Clifford unitaries. Indeed, even if the Pauli
strings are reshuffled by a Clifford unitary, the probability values Π𝜌(�̂�𝜎𝜎)
remain unchanged and consequently also the values of the Rényi entropies.

d) The SRE are additive, i.e.𝑀𝑛(|||𝜓⟩⊗ |||𝜙⟩) = 𝑀𝑛(|||𝜓⟩) +𝑀𝑛(|||𝜙⟩). This is a
trivial consequence of the fact that the sum over Pauli strings on a system
can be factorized into the sum of the Pauli strings of two subsystems.

These properties have recently attracted a lot of attention to SREs, con-
sidered as a potential simpler monotone for magic. However, it has been
shown in ref. [HP23b] that, for Rényi indices in the range 0 ≤ 𝑛 < 2, Sta-
bilizer Rényi Entropies (SREs) fail to behave as monotones under stabilizer
protocols involving measurements in the computational basis, even when
considering pure states. Additionally, for any Rényi index, SREs do not adhere
to the strict monotonicity criteria with respect to computational-basis mea-
surements. Only recently, it has been definitively established in ref. [LB24]
that stabilizer entropies are monotonic for 𝑛 ≥ 2 within the framework of
magic-state resource theory, specifically for pure states. Furthermore, it has
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been demonstrated that linear stabilizer entropies act as strong monotones
in this context. Additionally, these stabilizer entropies have been extended
to mixed states as valid magic monotones using convex roof constructions,
ensuring their applicability beyond pure-state settingsas well.

6.2 Measuring the magic of Tensor Network states
In this section, we explore various approaches to quantify the magic in tensor
network states, with a particular emphasis on Matrix Product States (MPS).
Among these, Stabilizer Rényi Entropies (SREs) stand out as the most vi-
able option for tensor network representations. This is because, unlike other
proposed measures of magic, SREs can be efficiently computed using tensor
network techniques, making them especially suitable for large-scale many-
body systems. While alternative methods have been explored, they tend to
encounter significant computational challenges in the tensor network frame-
work, making SREs the preferred tool for assessing nonstabilizerness in this
setting — at least based on the current understanding and available tech-
niques.

6.2.1 Replica methods

Replica methods are based on the simple fact that the expectation value of
an operator to the power 𝑘, with 𝑘 an integer number, can be seen as the
expectation value of a replicated operator over a replicated state. For instance;

⟨𝜓|||�̂�𝜎𝜎|||𝜓⟩
𝑘 =

(
⟨𝜓|

)⊗𝑘
�̂�𝜎𝜎⊗𝑘

(
|𝜓⟩

)⊗𝑘
. (6.10)

Following ref. [HP23a], we will explore how these methods can be applied to
evaluate the SRE (we will restrict to integer 𝑛 > 1). Notice that the number
of replicas 𝑘 equals 2𝑛. Now, if |||𝜓⟩ is an MPS with bond dimension 𝜒, the
replicated state |||𝜓⟩

⊗𝑘 is also an MPS with larger bond dimension 𝜒′ = 𝜒𝑘 and
physical dimension 𝑑′ = 𝑑𝑘 (𝑑 = 2 for qubits). Indeed, one can simply merge
together the 𝑘 replicated MPS, as shown here for 𝑘 = 2:
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For the evaluation of the SRE, it is technically convenient to rewrite 𝑛 of
the 2𝑛 real-valued expectation values by taking their complex conjugates, i.e
⟨𝜓∗|||�̂�𝜎𝜎

∗|||𝜓∗⟩. In this way, we can write the argument of the log in the SRE
definition as

1
2𝑁

∑

𝜎𝜎𝜎

(
⟨𝜓, 𝜓∗|

)⊗𝑛
(�̂�𝜎𝜎 ⊗ �̂�𝜎𝜎∗)⊗𝑛

(
|𝜓, 𝜓∗⟩

)⊗𝑛
, (6.11)

Which is graphically represented as follows

where we used dotted, lighter shapes for the complex conjugate tensors. It is
now convenient to introduce the following object

Λ(𝑛)
𝑗 = 1

2

3∑

𝜇=0
(�̂�𝜇𝑗 ⊗ �̂�𝜇,∗𝑗 )⊗𝑛 , (6.12)

which, if thought as a matrix, has shape 22𝑛 × 22𝑛. One can easily show that
Λ(𝑛) is a positivematrix with rank 22𝑛−2. Therefore, one can decomposeΛ(𝑛) as

Λ(𝑛) = Γ†Γ , (6.13)

where Γ is a rectangular matrix of shape 22𝑛−2×22𝑛. These steps are illustrated
below for 𝑛 = 2:

,
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Now the Γ𝑗 matrices can be incorporated in the MPS
(
|𝜓, 𝜓∗⟩

)⊗𝑛
by letting

them act locally on the (replicated) physical spaces. The result is a new state
||||Φ

(𝑛)⟩ =
(⨂𝑁

𝑗=1 Γ𝑗
) (
|𝜓, 𝜓∗⟩

)⊗𝑛
. Finally, the SRE can be computed by taking

the state norm of |Φ(𝑛)⟩, namely

𝑀𝑛(|||𝜓⟩) =
1

1 − 𝑛 log (⟨Φ
(𝑛)|Φ(𝑛)⟩) . (6.14)

Last steps can be graphically understood as follows

,

The norm of the MPS |Φ(𝑛)⟩ in Eq. (6.14) can be computed exactly at a cost
𝒪
(
𝑁𝜒′3𝑑′

)
= 𝒪

(
𝑁𝜒6𝑛𝑑2𝑛−2

)
. This cost is often prohibitively high, but may

be manageable for 𝑛 = 2, 3 and small bond dimension 𝜒. In particular, for
𝑛 = 2 one can exploit a certain symmetry of Γ to reduce the computational
cost (see [HP23a] for details).

Example 6.1: Replica Pauli-MPS

To efficiently calculate Stabilizer Rényi Entropies (SREs) using ten-
sor networks, we can leverage the representation of quantum states
�̂� = |||𝜓⟩ ⟨𝜓||| in the Pauli basis (using the density-matrix formalism of
Chapter 5). This allows us to store Pauli expectation values compactly
and compute them efficiently [Tar+24].

If a state is originally represented by a Matrix Product State (MPS)
with bond dimension 𝜒, its equivalent representation in the Pauli basis



166 CHAPTER 6. TENSOR NETWORKS AND QUANTUMMAGIC

as in Eq. (5.24), will have a bond dimension of 𝜒2:

ς

A2

A*2

|ψ⟩⟨ψ | = ∑
μ1,…,μN

̂ςμ1 ⊗ ̂ςμ2 ⊗ ⋯ ⊗ ̂ςμN

μj

Pj

μj

P1

μ1 μ2 μN

P2 PN

α β = α β

Mn( |ψ⟩) = 1
1 − n

log

P1 P2 PN

P1 P2 PN

P1 P2 PN

P*1 P*2 P*N

P*1 P*2 P*N

P*1 P*2 P*N

− N

n
−1

n−1

(6.15)

This representation facilitates the computation of SREs, where the
SRE of index 𝑛 is derived from the contraction of 2𝑛 replicas of the
Pauli-MPS:

ς

A2

A*2

|ψ⟩⟨ψ | = ∑
μ1,…,μN

̂ςμ1 ⊗ ̂ςμ2 ⊗ ⋯ ⊗ ̂ςμN

μj

Pj

μj

P1

μ1 μ2 μN

P2 PN

α β = α β

Mn( |ψ⟩) = 1
1 − n

log

P1 P2 PN

P1 P2 PN

P1 P2 PN

P*1 P*2 P*N

P*1 P*2 P*N

P*1 P*2 P*N

− N

n
−1

n−1

(6.16)

This approach offers significant advantages compared to earlier
methods like the original replica trick presented in Section 6.2.1. One
key benefit is the constant physical dimension 𝑑2 for the intermediate
MPS needed to compute the SRE, as opposed to the exponentially
growing physical dimension 𝑑2(𝑛−1) in the original method. While both
methods maintain a bond dimension of 𝜒2𝑛, the computational cost for
exact contraction with the Pauli-MPS method scales as 𝒪(𝑁𝑑2𝜒6𝑛), a
notable improvement over the 𝒪(𝑁𝑑2(𝑛−1)𝜒6𝑛) cost of the replica trick.
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Another advantage lies in the approximation scheme allowed by
the Pauli-MPS method. As the contraction involves repeated MPO-
MPS multiplications, it becomes possible to sequentially compress the
intermediate MPS at each step using standard tensor network tech-
niques. This controlled approximation, though not exact, is highly
practical as it allows monitoring of truncation errors, thus enabling
the method to be used beyond very small bond dimensions that exact
contractions would require. The approximate contraction, assuming
bond dimensions of order 𝜒, scales as 𝒪(𝑁𝑑2𝜒4), offering significantly
better efficiency compared to the exact approach.

6.2.2 Sampling approach

Stabilizer Rényi Entropies can be efficiently estimated using an MPS sam-
pling algorithm [LC23; LC24], closely resembling the method described in
Section 3.3 to sample from the computational basis. The starting point is the
definition

𝑀𝑛(|||𝜓⟩) =
1

1 − 𝑛 log (
∑

𝜎𝜎𝜎

(
Π𝜌(�̂�𝜎𝜎)

)𝑛
) −𝑁 log 2 , (6.17)

from which we see evaluating the SRE essentially requires computing∑
𝜎𝜎𝜎 Π𝜌(�̂�𝜎𝜎)𝑛, which is a sum over the 4𝑁 possible strings of Pauli operators.

This sum can be expressed as an average over the probability distribution
Π𝜌(�̂�𝜎𝜎) itself. In fact:

∑

𝜎𝜎𝜎
Π𝜌(�̂�𝜎𝜎)𝑛 =

∑

𝜎𝜎𝜎
Π𝜌(�̂�𝜎𝜎) ⋅Π𝜌(�̂�𝜎𝜎)𝑛−1 = 𝔼𝜎𝜎𝜎∼Π𝜌[Π𝜌(�̂�𝜎𝜎)𝑛−1] , (6.18)

where 𝔼𝜎𝜎𝜎∼Π𝜌[…] denotes the expected value over the probability distribution
Π𝜌. Thus, computing the SRE reduces to efficiently sampling Pauli string
operators �̂�𝜎𝜎 according to the probability distribution Π𝜌(�̂�𝜎𝜎), and using these
samples to estimate 𝔼𝜎𝜎𝜎∼Π𝜌[Π𝜌(�̂�𝜎𝜎)𝑛−1]. One can simply use the sample average
as the estimator. Specifically, if {𝜎𝜎𝜎𝜇}

𝑁samples
𝜇=1 are the samples, the entropy can be

estimated as follows:

∑

𝜎𝜎𝜎
Π𝜌(�̂�𝜎𝜎)𝑛 ≃

1
𝑁samples

𝑁samples∑

𝜇=1
Π𝜌(�̂�𝜎𝜎𝜇)𝑛−1 . (6.19)

Now, how to sample Pauli strings 𝜎𝜎𝜎 exactly with probability Π𝜌(𝜎𝜎𝜎)? The idea
is to exploit the following decomposition Π𝜌 in terms of conditional and prior
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(or marginal) probabilities

Π𝜌(𝜎𝜎𝜎) = 𝜋(𝜎1)𝜋(𝜎2|𝜎1)𝜋(𝜎3|𝜎1, 𝜎2) …𝜋(𝜎𝑁|𝜎1, 𝜎2…𝜎𝑁−1) , (6.20)

where

𝜋𝜌(𝜎𝑗|𝜎1⋯𝜎𝑗−1) =
𝜋𝜌(𝜎1⋯𝜎𝑗)
𝜋𝜌(𝜎1⋯𝜎𝑗−1)

(6.21)

is the probability that the Pauli matrix 𝜎𝑗 occurs at position 𝑗 given that the
string 𝜎1⋯𝜎𝑗−1 has already occurred at positions 1… 𝑗 − 1, no matter the
occurrences in the rest of the system (i.e. marginalising over all possible Pauli
strings for the reaming qubits 𝑗 + 1…𝑁). Specifically, one has

𝜋𝜌(𝜎1⋯𝜎𝑗) =
∑

𝜎𝜎𝜎∈𝒫𝑁−𝑗

1
2𝑁 Tr[𝜌 𝜎1⋯𝜎𝑗𝜎𝜎𝜎]2 . (6.22)

In other terms, the conditional probability at the step 𝑗, i.e. 𝜋𝜌(𝜎𝑗|𝜎1⋯𝜎𝑗−1),
can be thought as the probability 𝜋𝜌𝑗−1(𝜎𝑗) of getting 𝜎𝑗 in the partially pro-
jected state

𝜌𝑗−1 ≡
𝜌|𝜎1⋯𝜎𝑗−1

𝜋𝜌(𝜎1⋯𝜎𝑗−1)1∕2
(6.23)

where we have defined the state

𝜌|𝜎1⋯𝜎𝑗−1 ≡
1
2𝑁

∑

𝜎𝜎𝜎∈𝒫𝑁−𝑗+1
𝜎1⋯𝜎𝑗−1𝜎𝜎𝜎 Tr[𝜌 𝜎1⋯𝜎𝑗−1𝜎𝜎𝜎] (6.24)

where, in the Pauli matrices decomposition of 𝜌, we are only keeping the
contribution with fixed 𝜎1⋯𝜎𝑗−1. Notice that such state is not normalized,
however Tr[𝜌2𝑗−1] = 1, and the probability that the remaining string 𝜎𝜎𝜎 ∈
𝒫𝑁−𝑗+1 occurs is exactly given by 𝜋𝜌(𝜎𝜎𝜎|𝜎1⋯𝜎𝑗−1). From the definition in
Eq. (6.23), we can easily get the recursive relation 𝜌𝑗 = 𝜋𝜌𝑗−1(𝜎𝑗)

−1∕2𝜌𝑗−1|𝜎𝑗 .
Thanks to that, we can generate the outcomes (and the probabilities of that
outcomes) by iterating over each single qubits, and sampling each local Pauli
matrix according to the conditional probabilities. Once a local outcome occurs,
the state is updated accordingly, and the iteration proceeds until all qubits are
sampled. At the end of this procedure, as a result of Eq. (5.33), we generated
configurations 𝜎𝜎𝜎 with probability Π𝜌(𝜎𝜎𝜎).

Following this prescription, we start from the first term of the expansion
in Eq. (5.33). This can be written as

𝜋𝜌(𝜎1) =
1
2𝑁

∑

𝜎𝜎𝜎∈𝒫𝑁−1
⟨𝜓|𝜎1𝜎𝜎𝜎|𝜓⟩⟨𝜓∗|𝜎∗1𝜎𝜎𝜎

∗|𝜓∗⟩ , (6.25)
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where we used the fact that the Pauli matrices are hermitian. Graphically this
equation is represented as

,

In terms of the operators Λ𝜎𝑖 =
1
2
𝜎𝑖 ⊗ 𝜎∗𝑖 and Λ𝑖 =

1
2
∑

𝜎𝑖

(
𝜎𝑖 ⊗ 𝜎∗𝑖

)
, each

acting on the local Hilbert space given by a spin and its replica, the previous
equation reads 𝜋𝜌(𝜎1) =

[
⟨𝜓||| ⊗ ⟨𝜓∗|||

]
Λ𝜎1Λ2⋯Λ𝑁

[ |||𝜓⟩ ⊗ |||𝜓∗⟩
]
. Now, the

following property can easily be proven
[ ⟨
𝑠′𝑖
||||⊗

⟨
𝑟′𝑖
||||
]
Λ𝑖
[ |||𝑠𝑖⟩⊗ |||𝑟𝑖⟩

]
= 𝛿𝑠′𝑖 ,𝑟′𝑖𝛿𝑠𝑖 ,𝑟𝑖 , (6.26)

meaning that Λ𝑖 is just two copies of the identity operator connecting the
spin |𝑠𝑖⟩ and its replica (whose local computational basis is now indicated as
|𝑟𝑖⟩ ∈ {|0⟩, |1⟩}). Graphically this identity looks as follows (see Definition 5.2)

(6.27)

Using Eq. (6.27) we get

.

By applying the right-normalization condition of the MPS tensors, we can
further simplify the calculation to a local tensor contraction as follows

, (6.28)
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which as an equation reads:

𝜋𝜌(𝜎1) =
1
2

∑

𝑠1,𝑠′1,𝑟1,𝑟
′
1

(𝔸𝑠′1
1 )

∗𝔸𝑟′1
1 (𝜎1)𝑠′1𝑠1(𝜎

∗
1)𝑟′1𝑟1𝔸

𝑠1
1 (𝔸

𝑟1
1 )

∗ .

After evaluating 𝜋𝜌(𝜎1) for 𝜎1 ∈ {𝜎0, 𝜎1, 𝜎2, 𝜎3}, one can extract a sample
from this distribution, obtaining the first element of the string. The informa-
tion about the partially projected state Eq. (6.23) is encoded in an effective
environment matrix 𝕃 initialized as follows:

.

The calculation of the next terms of Eq. (5.33) and the extraction of the re-
maining 𝜎𝑖 proceeds following the same line. In fact, it is not difficult to show
that at a generic site 𝑖 Eq. (6.28) becomes

. (6.29)

After the extraction of 𝜎𝑖 the environment 𝕃 has to be updated as

, (6.30)

The full sampling recipe is summarized in the Algorithm 2.
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Input: an MPS |||𝜓⟩ of size 𝑁
1: Put the MPS in right-normalized form.
2: Initialize 𝕃 = (1) and Π = 1
3: for (𝑖 = 1, 𝑖 = 𝑁, 𝑖 + +) do
4: Compute the probabilities𝜋(𝛼) = 𝜋𝜌(𝜎𝛼|𝜎1⋯𝜎𝑖−1) for𝛼 ∈ {0, 1, 2, 3}
as in Eq. (6.29).

5: Generate a random value of 𝛼 according to 𝜋(𝛼)
6: Set 𝜎𝑖 = 𝜎𝛼, update Π→ Π ⋅ 𝜋(𝛼)
7: Update 𝕃 as in Eq. (6.30).
8: end for

Output: a Pauli string 𝜎𝜎𝜎 and the probability Π(𝜎𝜎𝜎)

Algorithm 2. Pauli sampling from MPS.

Example 6.2: Stabilizer group of an MPS

One question which may be addressed using the approaches outlined
previously is to identify the stabilizer group 𝒮(|||𝜓⟩) of an MPS.

Pauli-mps approach — This can be done for example exploiting
the fact that the stabilizer nullity 𝜈 = 𝑁−𝑘, where |𝒮| = 2𝑘, is given by
𝜈 = lim𝑛→∞(𝑛−1)𝑀𝑛. Using the Pauli basis algorithm in ref. [Tar+24],
on can find the fixed point of the power-series of the Pauli basis MPS,
namely

ς

A2

A*2

|ψ⟩⟨ψ | = ∑
μ1,…,μN

̂ςμ1 ⊗ ̂ςμ2 ⊗ ⋯ ⊗ ̂ςμN

μj

Pj

μj

P1

μ1 μ2 μN

P2 PN

α β = α β

Mn( |ψ⟩) = 1
1 − n

log

P1 P2 PN

P1 P2 PN

P1 P2 PN

P*1 P*2 P*N

P*1 P*2 P*N

P*1 P*2 P*N

− N
n

−1

n−1

P1 P2 PN

P1 P2 PN

P1 P2 PN

n
−1|G(ψ)⟩ = lim

n→∞
1

𝒩n

which is the normalized Pauli vector (hence the factor 1∕𝒩𝑛), com-
pressed accordingly to the computation resources (usually 𝜒𝐺 ∼ 𝜒2),
and which can be used to extract the information about the stabilizer
group of |𝜓⟩, since ⟨𝝁|𝐺(𝜓)⟩ = 2𝑘∕2, if and only if �̂�𝜇1 ⋯ �̂�𝜇𝑁 |𝜓⟩ = ±|𝜓⟩,
otherwise is zero. This can be achieved by sampling |𝐺(𝜓)⟩ in the com-
putational basis, as described in Chapter 3 and Chapter 5. The overall
computational scaling of this approach is still subjected to the compres-
sion cost of of the Pauli MPS, i.e. 𝑂(𝑁𝜒4).
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Biased Pauli-sampling approach— Another possibility is based
on a clever biasing of the Pauli sampling techniques [LC24].

In this method, at each generic step 𝑖 of the sweep, a set of 𝐾 sub-
strings {𝜎𝜎𝜎𝜇[1,𝑖]}

𝐾
𝜇=1 is stored, where 𝜎𝜎𝜎[1,𝑖] is shorthand for the string of

Pauli operators (𝜎1…𝜎𝑖). Along with these sub-strings, their associ-
ated partial probabilities {𝜋𝜌(𝜎𝜎𝜎

𝜇
[1,𝑖])}

𝐾
𝜇=1 are also retained. The partial

probability 𝜋𝜌(𝜎1…𝜎𝑖) is given by:

𝜋𝜌(𝜎1⋯𝜎𝑖) =
∑

𝜎𝜎𝜎∈𝒫𝑁−𝑖

1
2𝑁 Tr [𝜌 𝜎1⋯𝜎𝑖𝜎𝜎𝜎]

2 , (6.31)

where the sum runs over all possible Pauli strings acting on the re-
maining 𝑁 − 𝑖 sites of the system. The ultimate goal is to track these
sub-strings until the last step 𝑖 = 𝑁, at which point one aims to
identify those sub-strings that meet the stabilizer condition Π𝜌(𝜎𝜎𝜎𝜇) =
𝜋𝜌(𝜎𝜎𝜎

𝜇
[1,𝑁]) = 1∕2𝑁 .
However, storing all possible sub-strings quickly becomes computa-

tionally infeasible, as their number grows as 4𝑖. To manage this growth,
efficient strategies for discarding certain sub-strings while maintain-
ing a maximum allowable number𝒩 of stored sub-strings have been
developed. The challenge is to retain only those sub-strings that are
more likely to form stabilizer strings at the end of the sweep. Two key
strategies are used for this purpose:

1. Threshold-based filtering: It is observed that for any stabilizer
string 𝜎𝜎𝜎 ∈ 𝒮(|||𝜓⟩), the partial probability at step 𝑖 satisfies a lower
bound: 𝜋𝜌(𝜎𝜎𝜎[1,𝑖]) ≥

1
2𝑖𝜒𝑖

, where𝜒𝑖 represents the bond dimension
at site 𝑖 of the MPS representing |𝜓⟩. Thus, sub-strings for which
2𝑖𝜒𝑖𝜋𝜌(𝜎𝜎𝜎[1,𝑖]) < 1 can be safely discarded.
Selective pruning: When the number 𝐾 of stored sub-strings
exceeds the limit of resources𝒩, the sub-strings are sorted based
on their partial probabilities 𝜋𝜌(𝜎𝜎𝜎

𝜇
[1,𝑖]) in descending order. Only

the top𝒩 sub-strings with the highest probabilities are retained.
These sub-strings have the greatest potential to maximize the
final stabilizer probability Π𝜌(𝜎𝜎𝜎) at the end of the sweep. This
approach ensures that the computational resources are focused
on the most promising candidates.

These strategies collectively allow for efficient management of sub-
string storage, ensuring that the computation remains feasible even for
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large systemswhile retaining themost relevant sub-strings for stabilizer
identification. Let us mention that, in most scenarios a sinlge sweep is
sufficient to extract the entire set of stabilizer generators, leading to a
computational cost 𝑂(𝑁𝜒3); however further refined strategies have
been proposed in ref. [LC24] to allow the algorithm to target unsampled
regions of 𝒮(|𝜓⟩) with minor increasing of the computational effort.

6.3 Clifford enhancedmatrix product states (𝒞MPS)
Here, we show the possibility of improving tensor network algorithms by
introducing a class of quantum states described by an MPS of bond dimension
𝜒, where a Clifford unitary is applied to the state. We call this set of states
Clifford enhanced matrix product states 𝒞MPS [MG24; LHN24]

𝒞MPS = {𝑈𝒞
||||𝜓𝜒

⟩
, ∀𝑈𝒞 ∈ 𝒞𝑁 ,

||||𝜓𝜒
⟩
∈ MPS bond dimension 𝜒}. (6.32)

Note that, in general, |||𝜙⟩ = 𝑈𝒞
||||𝜓𝜒

⟩
may describe a quantum state with higher

entanglement, highlighting the potential of applying Clifford unitaries to MPS
in order to represent more entangled quantum states.

Moreover, by combining stabilizer and tensor network methods, it is easy
to figure out how to compute the expectation value of a Pauli string Σ𝝁 =
𝜎𝜇1 ⊗ …⊗ 𝜎𝜇𝑁 over a 𝒞𝑀𝑃𝑆 indeed

⟨𝜙|||Σ𝝁|||𝜙⟩ =
⟨
𝜓𝜒
||||𝑈

†
𝒞Σ

𝝁𝑈𝒞
||||𝜓𝜒

⟩
=
⟨
𝜓𝜒
||||Σ
𝝁′ ||||𝜓𝜒

⟩
(6.33)

where Σ𝝁′ is the new Pauli string under the action of the Clifford unitary
𝑈𝒞. Therefore, even though |||𝜙⟩ can be highly entangled, the complexity of
computing the expectation value of a Pauli string over |||𝜙⟩ remains the same
as computing it over ||||𝜓𝜒

⟩
.

The use of such hybrid tensor networks, which blend classical stabilizer
elements with quantum resources, represents a cutting-edge strategy for simu-
lating quantum systems that are otherwise too complex to handle using purely
classical techniques. This approach underscores the importance of quantum
magic in understanding the full computational potential of quantum systems
and their simulation via tensor networks.

6.3.1 Hybrid stabilizer MPO

In general, any unitary operation can be decomposed into a set of Clifford
unitaries and a magic quantum gate. In order to be as general as possible, we
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will consider local rotations as the set of non-Clifford operations that introduce
non-stabilizerness to a quantum circuit. We define 𝑅𝜇𝑙 (𝜃) as a local rotation
gate acting on qubit 𝑙, rotating it by an angle 𝜃 around the 𝜇-axis. This is given
by the expression

𝑅𝜇𝑙 (𝜃) = 𝑒−𝑖𝜃∕2𝜎
𝜇
𝑙 . (6.34)

A unitary acting on 𝑁 qubits has the following representation

𝑈 =
∏

𝑗
𝑅𝜇𝑗𝑙𝑗 (𝜃𝑗)𝐶𝑗 (6.35)

where 𝑅𝜇𝑗𝑙𝑗 (𝜃𝑗) are local rotations and 𝐶𝑗 ∈ 𝒞𝑁 Clifford unitaries.

 C1

 Rμ13

 C2

 Rμ22

 C3

 U

. . .

(6.36)

We want to compute the action of𝑈 on a quantum state |||𝜓0⟩. In the following,
we will provide a procedure to construct a 𝒞𝑀𝑃𝑆 from 𝑈 |||𝜓0⟩ = 𝐶 |||𝜙⟩, such
that the entanglement entropy of |||𝜙⟩ for any bipartition is less than that of
𝑈 |||𝜓0⟩. In particular, we notice that

𝐶†𝑅𝜇𝑙 (𝜃)𝐶 = cos(𝜃∕2)𝕀 ∓ 𝑖 sin(𝜃∕2)Σ𝝁 (6.37)

where we used the fact that 𝐶†𝜎𝜇𝑙 𝐶 = ±Σ𝝁.
Before providing the full expression for the decomposition of U in

Eq. (6.35), it is instructive to first examine how the transformation of U works
for a small number of layers, as shown in the following example.

Example 6.3: Implementation of the stabilizer MPO

Here, we show an explicit implementation of the algorithm for two
layers of 𝑈, that is

𝑈 = 𝑅𝜇𝑚(𝜃𝑚)𝐶2𝑅𝜈𝑛(𝜃𝑛)𝐶1 (6.38)
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first of all we insert the identity 𝐶1𝐶†1

𝑈 = 𝑅𝜇𝑚(𝜃𝑚)𝐶2𝐶1𝐶
†
1𝑅

𝜈
𝑛(𝜃𝑛)𝐶1 (6.39)

we define the since Clifford unitaries form a group we can define the
composite Clifford 𝐶12 = 𝐶2𝐶1. We then insert the identity 𝐶12𝐶†12 in
order to transform the second local rotation

𝑈 = 𝐶12𝐶†12𝑅
𝜇
𝑚(𝜃𝑚)𝐶12𝐶

†
1𝑅

𝜈
𝑛(𝜃𝑛)𝐶1 (6.40)

now we can transform the local rotations and obtain

𝑈 = 𝐶12 [cos(𝜃𝑚∕2)𝕀 ∓ 𝑖 sin(𝜃𝑚∕2)Σ𝜇] [cos(𝜃𝑛∕2)𝕀 ∓ 𝑖 sin(𝜃𝑛∕2)Σ𝜈]
(6.41)

To write the decomposition of 𝑈 we define 𝐶1…𝑗 ≡ 𝐶𝑗𝐶𝑗−1…𝐶1. By se-
quentially inserting the identities 𝐶1…𝑗𝐶†1…𝑗 we obtain the following

𝑈 = 𝐶1…𝑁
𝑁∏

𝑗
𝐶†1…𝑗𝑅

𝜇𝑗
𝑙𝑗
(𝜃𝑗)𝐶1…𝑗 = 𝐶1…𝑁

𝑁∏

𝑗
(cos

(
𝜃𝑗∕2

)
𝕀 ∓ 𝑖 sin

(
𝜃𝑗∕2

)
Σ𝝁𝑗 ).

(6.42)
We can now focus on constructing an MPO description of the terms

cos(𝜃∕2)𝕀 ∓ 𝑖 sin(𝜃∕2)Σ𝝁 = 𝕋1…𝕋𝑁 (6.43)

Since we are summing two operators, i.e. 𝕀 and Σ𝝁, whoseMPO representation
has an auxiliary dimension 𝐷 = 1, it is straightforward to see that their sum
results in an MPO with an auxiliary dimension 𝐷 = 2, such that

𝕋𝑗 = (cos(𝜃∕2)
1∕𝑁𝕀𝑗 0

0 (∓𝑖 sin(𝜃∕2))1∕𝑁𝜎𝜇𝑗𝑗
) (6.44)

for 𝑗 = 2,… , 𝑁 − 1, and with boundaries

𝕋1 =
(
cos(𝜃∕2)1∕𝑁𝕀1 (∓𝑖 sin(𝜃∕2))1∕𝑁𝜎𝜇11

)
, 𝕋𝑁 = ( cos(𝜃∕2)1∕𝑁𝕀𝑁

(∓𝑖 sin(𝜃∕2))1∕𝑁𝜎𝜇𝑁𝑁
) .

(6.45)
We call this MPO with bond dimension 𝐷 = 2, stabilizer MPO [MSC24].

As an example, we can illustrate the expression ⟨𝜓0|||𝑈†Σ𝜸𝑈|||𝜓0⟩ for a two-
layer unitary 𝑈 by providing both its representation as a quantum circuit and
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as a tensor network

 0  0  0

 0  0  0

 C1

 C†
1

 C2

 C†
2

 σγ1  σγ2  σγ3

 0  0  0

 0  0  0

 C12

 σγ1  σγ2  σγ3

 C†
12

 Rμ13

 Rμ22

 Rμ2†2

 Rμ1†3

Quantum Circuit Tensor Network

(6.46)
Notice that the entangling Clifford 𝐶12 does not increase the complexity of

the circuit, as it can be absorbed by conjugating the Pauli product 𝐶†12Σ
𝜸𝐶12 =

Σ�̃� , which, since it is a MPO with auxiliary dimension 1, does not increase the
bond dimensions of the network, as shown in the diagram

 C12

 σγ1  σγ2  σγ3

 C†
12

 σγ̃1  σγ̃2  σγ̃3= (6.47)
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Auxiliary Spin Picture— The stabilizer MPOwith an auxiliary dimension
of 2 is depicted in the following diagram

𝕋 = (θ0 ̂𝕀 0
0 θ1 ̂σγ) → ⟨i | ̂𝕋αβ | j⟩ =

σγ

θ
α

i

j

β
(6.48)

In this diagram, the stabilizer MPO can be interpreted as a Control-Pauli
operator with complex weights 𝜃0 and 𝜃1, where |𝜃𝑁0 |

2 + |𝜃𝑁1 |
2 = 1. As shown,

we can absorb these coefficients into an auxiliary qubit state that evolves along
the temporal dimension

|𝜃⟩ = 𝜃𝑁0 |0⟩ + 𝜃𝑁1 |1⟩ =
θ θ θ

… = θ …

(6.49)
We define also the following not-normalized auxiliary qubit state which will
serve as a boundary vector

|𝑋⟩ = |0⟩ + |1⟩ (6.50)

This formulation allows us to represent the tensor network in terms of con-
trolled Pauli gates only, simplifying the overall structure. The corresponding
operator for each site 𝑗 = 1,… , 𝑁 is given by

𝕂𝑗 = (
𝕀𝑗 0
0 𝜎𝜇𝑗𝑗

) (6.51)

where 𝕀𝑗 represents the identity and 𝜎
𝜇𝑗
𝑗 is a Pauli operator acting on site 𝑗.

Along the spatial dimension, the tensor network reduces to the following
product of blocks

𝕋1…𝕋𝑁 = ⟨𝜃|𝕂1…𝕂𝑁|𝑋⟩ = θ X
(6.52)
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This relation enables us to express the evolution of the operator 𝑈 as

𝑈 = 𝐶1…𝑁
𝑀∏

𝑚=1
⟨𝜃𝑚|||𝕂𝑚

1 …𝕂
𝑚
𝑁
|||𝑋⟩ (6.53)

where 𝐶1…𝑁 = 𝐶𝑁 …𝐶1. Therefore we obtain the following

⟨𝜓0|||𝑈†Σ𝜸𝑈|||𝜓0⟩ = ⟨𝜓0|||
𝑁∏

𝑚=1

⟨
𝜃∗𝑚|||𝕂

𝑚†
1 …𝕂𝑚†

𝑁
|||𝑋
⟩
Σ�̃�

𝑁∏

𝑚=1
⟨𝜃𝑚|||𝕂𝑚

1 …𝕂
𝑚
𝑁
|||𝑋⟩|||𝜓0⟩

(6.54)
This expression can be represented as a tensor network, which is shown below,
and can be contracted efficiently in any direction

 0  0  0

 0  0  0

 σγ1  σγ2  σγ3

θ* X

θ* X

θ* X

θ X

θ X

θ X

 0  0  0

θ* X

θ* X

θ* X

 0  0  0

θ X

θ X

θ X

 σγ1  σγ2  σγ3

=

(6.55)
Furthermore, by folding the tensor network, as shown in the diagram, we can
compute the evolution of Pauli strings in the Heisenberg picture.

6.3.2 Clifford-Dressed TDVP for Hamiltonian Dynamics

Another typical scenario which can be consider involves the dynamics, from
a short-range correlated initial state (e.g., a product state), generated by the
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Hamiltonian �̂�0 =
∑𝑂(𝑁)

𝑘 𝐽𝑘Σ̂𝝁𝑘 , which in graphical notation looks like

|ψ(tm)⟩ =

Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

Ĥm−1

Ĉ†
m

Ĉm

= Ĥm

|ψ(0)⟩ =

Ĉ1

Ĉ⌊t/dt⌋−1

Ĉ2

exp(−itĤ0)

| ψ̃(tm)⟩ =

| ψ̃(tm)⟩ =

n

n

(6.56)

which is a diagonal MPO with bond dimension equal to the number 𝑂(𝑁)
of independent Pauli strings entering in the sum. Here the subscript zero is
indicating that the Hamiltonian is in its “bare” form, meaning it has not yet
been modified by any Clifford disentangler.

The algorithm thatwe are going to describe in this section has been recently
proposed in ref. [Mel+24; QHQ24b]. A similar approach for ground-state
search has been presented in ref. [QHQ24a].

We are primarily interested in evolving the state and monitoring local
observables that are experimentally relevant. This includes computing the
expectation value of Pauli strings:

⟨𝜓(0)||| 𝑒𝑖�̂�0𝑡Σ̂𝝁𝑒−𝑖�̂�0𝑡 |||𝜓(0)⟩ . (6.57)

Typically, the time evolution is discretized into small intervals of length 𝑑𝑡.
The state, which is approximated as anMPSwith bond dimension𝜒, is evolved
using the single-site TDVP scheme. In this symplectic time-evolution integra-
tor, the bond dimension 𝜒 is fixed from the beginning of the simulation.

However, the entanglement entropy typically grows rapidly, making the
MPS representation inadequate after a relatively short time. This is where
Clifford disentangling strategies, or “entanglement cooling” become essential.

At each time step 𝑚 ∈ {1,… }, corresponding to time 𝑡𝑚 = 𝑚𝑑𝑡, we
apply a suitable Clifford transformation �̂�𝑚 to the state |||𝜓(𝑡𝑚)⟩ to reduce the
entanglement of the new state:

|ψ(tm)⟩ =
Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

(6.58)
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This induces a transformation of the Hamiltonian as well:

|ψ(tm)⟩ =
Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

Ĥm−1

Ĉ†
m

Ĉm

= Ĥm

(6.59)
Which can be efficiently performed using the stabilizer tableau formalism
[Got97], and does not increase the number of Pauli strings involved in its
definition. In practice, as depicted in the previous figure, the Clifford trans-
formation preserves the diagonal structure of the MPO and only modifies
the Pauli strings composing the operator (hence the different colors in the
pictorial representation of the MPO).

In practice, we are recasting theoriginal time evolution,

⌊𝑡∕𝑑𝑡⌋−1∏

𝑚=0
𝑒−𝑖�̂�0𝑑𝑡 |||𝜓(0)⟩ , (6.60)

into a so called Clifford-dressed evolution
⌊𝑡∕𝑑𝑡⌋−1∏

𝑚=0
𝑒−𝑖�̂�𝑚𝑑𝑡�̂�𝑚 |||𝜓(0)⟩ , (6.61)

where �̂�0 = 𝐼 is the identity operator. TheClifford-dressed evolution iteratively
constructs the final Clifford-enhanced MPS (𝒞MPS), yielding:

|ψ(tm)⟩ =

Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

Ĥm−1

Ĉ†
m

Ĉm

= Ĥm

|ψ(0)⟩ =

Ĉ1

Ĉ⌊t/dt⌋−1

Ĉ2

exp(−itĤ0)

(6.62)

which however has been constructed iterativelly from Eq. (6.61) by optimising
the Clifford transformations {�̂�1, �̂�2,… } at intermediate time steps and not
just at the end of the full bare time evolution. Additionally, for any Pauli string
Σ̂𝝁, its time evolution must be transformed as

�̂�𝑚⋯ �̂�1Σ̂𝝁�̂�†1 ⋯ �̂�†𝑚, (6.63)

which thanks to the Clifford properties, it is a trivial transformation.
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While one can generally apply the Clifford disentangler at every step
of the TDVP evolution, this is not strictly required. One can space out the
disentangling steps, applying the routine every 𝑘 iterations instead. This
approach helps reduce computational costs while still controlling the growth
of entanglement over time.

The structure of the Clifford disentanglers has not been defined yet, and,
in principle, they could belong to the generic 𝑁-qubit Clifford group. How-
ever, this leads to two main difficulties: (1) the number of possible global
Clifford operations exceeds any reasonable limit for performing a systematic
search for the best disentangler; (2) even computing the action of a generic
𝑁-qubit Clifford unitary on an MPS to test whether it is disentangling or not
is computationally infeasible for efficient tensor-network manipulation.

A concrete computationally feasible disentangling strategy involves in-
stead iteratively constructing an optimal Clifford transformation by perform-
ing sweeps over two-qubit Clifford gates between adjacent sites in a checker-
board pattern. The number of sweeps is denoted by 𝐷. Basically a possibility
is thus to enforce the following structure to the Clifford unitaries

|ψ(tm)⟩ =

Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

Ĥm−1

Ĉ†
m

Ĉm

= Ĥm

|ψ(0)⟩ =

Ĉ1

Ĉ⌊t/dt⌋−1

Ĉ2

exp(−itĤ0)

(6.64)

Sweeping over the layers, each optimal Clifford gate can be selected from a
suitable subset of two-qubit Clifford transformationswhich allows tominimise
the von Neumann entropy. In practice we follow the following diagramatic
routine:

log( )min∈𝒞2

Sweep

SVD

Entanglement Entropy

Optimal Cli!ord (6.65)
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In this approach, the time evolution is push forward using the single-site
Time-Dependent Variational Principle (1-TDVP) scheme, which, due to its
symplectic nature, is ensuring that the “Clifford-dressed” energy is preserved
during the system’s time evolution. At each time step, for a particular local
tensor evolution, the dressed Hamiltonian �̂�𝑚 is projected onto the Matrix
Product State (MPS) tensors of the Clifford-enhanced state

|ψ(tm)⟩ =

Ĉm =

1
2

D

Ĉm

Ĥ0 =
Jk = k ⟨s | ̂σμ0

kn |s′ ⟩ =
k s

s′ 

n

1 2 N

Ĥm−1

Ĉ†
m

Ĉm

= Ĥm

|ψ(0)⟩ =

Ĉ1

Ĉ⌊t/dt⌋−1

Ĉ2

exp(−itĤ0)

| ψ̃(tm)⟩ =

| ψ̃(tm)⟩ =

n

n

where the MPS is represented in mixed canonical form with respect to the
central site 𝑛. The effective Hamiltonian at site 𝑛 is expressed as:log( )min∈𝒞2

Sweep

SVD

Entanglement Entropy

Optimal Cli!ord

Heff
m (n) =

𝕃m
k (n − 1) ℝm

k (n + 1)

Keff
m (n) =

𝕃m
k (n) ℝm

k (n + 1)

̂σμm
knJk

Jk

(6.66)
where 𝐽𝑘 denotes the couplings associated with each Pauli string, 𝕃𝑚𝑘 (𝑛 − 1)
and ℝ𝑚

𝑘 (𝑛 + 1) represent the left and right block projected Hamiltonians, and
�̂�𝜇𝑚𝑘𝑛 is the Pauli operator acting on site𝑛. Notice that the effectiveHamiltonian
remains diagonal in the auxiliary index, preserving the structure of the dressed
Hamiltonian during the evolution process.

A similar transformation is performed for the operator

log( )min∈𝒞2

Sweep

SVD

Entanglement Entropy

Optimal Cli!ord

Heff
m (n) =

𝕃m
k (n − 1) ℝm

k (n + 1)

Keff
m (n) =

𝕃m
k (n) ℝm

k (n + 1)

̂σμm
knJk

Jk

(6.67)
which is nothing more than the effective Hamiltonian projected into the MPS||||�̃�(𝑡𝑚)

⟩
in its central bond representation
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Ĥ0 =
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n

n
.

The operator �̂�ef f
𝑚 (𝑛) need to be used to perform a backward time-step evolu-

tion for the bond tensor, as described in details in ref. [Hae+16].
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This method ensures an efficient computation of the time-evolved states
while maintaining the underlying structure of Clifford-enhanced Matrix Prod-
uct States.

Two-site TDVP scheme — The Time-Dependent Variational Principle
(TDVP) algorithm in the Matrix Product State (MPS) formalism traditionally
supports a two-site integration scheme (see Chapter 4). While this modifica-
tion abandons the symplectic nature of single-site integration, it compensates
by allowing the bond dimension to dynamically adapt to the evolving en-
tanglement structure. In this approach, the effective Hamiltonian acts on a
two-site central block, updating the corresponding local MPS tensors. After
the time evolution, a Singular Value Decomposition (SVD) is performed to
extract the single-site tensors, with the rightmost tensor adapted through
backward evolution.

Building upon this, a new two-site TDVP scheme enhanced by Clifford dis-
entanglers has been proposed in ref. [QHQ24b]. Inspired by the disentangling
techniques used in ref. [QHQ24a] for the Density Matrix Renormalization
Group (DMRG), the 2-sitemethod applies a local two-qubit Clifford gate before
the SVD step. This “Clifford dressing” aims to further reduce entanglement
by locally optimizing the two-site MPS tensors. After finding the optimal
disentangler, the effective Hamiltonian is transformed under conjugation by
the Clifford operator. This transformation remains localized, only impacting
the Pauli strings corresponding to the two lattice sites currently being evolved.

The computational cost of this additional disentangling step should be
modest, as it only involves optimizing local gates. However, a potential draw-
back of this approach is its propensity to get trapped in local entanglement
minima. Without a global sweeping mechanism, the disentanglers may fail
to optimally reduce global entanglement across the entire wave function.
Nonetheless, this approach could offer a computationally efficient way to mit-
igate entanglement growth in systems where bond dimension scaling poses a
challenge.
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Networks (TTN). These preliminaries provide readers with the core 
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quantum computing applications, bridging the gap between multi-linear 
algebra and complex quantum systems. 

Part II explores practical applications of tensor networks in simulating 
quantum dynamics, with a particular focus on the efficiency they offer for 
systems of high computational complexity. Key topics include Hamiltonian 
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strategies using TN frameworks. A final chapter addresses the emerging role 
of “quantum magic” in tensor networks. It delves into non-stabilizer states 
and their contribution to quantum computational power beyond classical 
simulability, featuring methods such as stabilizer-enhanced MPS and the 
Clifford-dressed TDVP.

In presenting tensor networks as tools for understanding quantum 
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